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Abstract � The paper presents the comparison between 
two angular stabilization systems of the rockets in verti-
cal plane using a differentiator or an integrator gyros-
cope, an accelerometer and a correction subsystem. One 
has determined the transfer functions (in closed loop or 
in open loop) of the system in the complex variable or in 
discrete variable. All the eigenvalues of the system are 
placed in the left complex semi-plane (the proof of 
system’s stability). For both systems one obtains, using 
a Matlab/Simulink program, the indicial functions in 
the complex plane and in discrete plane, responses to 
impulse input in the complex and discrete planes. The 
identification of the systems is made using neural net-
works’ method. One obtained the indicial responses of 
the control system and of the neural network after the 
training process and the dependence between the 
training error and the training epochs’ number. 

Keywords: rocket, differentiator gyroscope, integrator 
gyroscope. 

1. DYNAMICS OF THE ROCKETS’ MOVEMENT 

The stabilization systems for the anti-aircraft rockets, 
air-to-air rockets and ground-air rockets fulfill the 
functions of control over the load. Since most of 
these oscillations damping is weak � �,1,0��  it is 
difficult to control the overload. The more the speed 
and flight altitude increases, the more difficult this 
mission is. Thus, the stabilization systems must co-
rrect the dynamic characteristics of the rockets. One 
also requires that the stabilization systems reduce the 
influence of external disturbances and internal noise. 
Thus, control’s bandwidth and disturbance signals are 
chosen according to technical quality indicators [1]. 
Next, one studies the stabilization systems’ dynamics 
of rockets with cross empennage. Mathematical mo-
del of rocket’s motion in the vertical plane is given 
by equations’ system (1), the coefficients being those 
of form (2). 
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where �  is the pitch angle of the rocket, �� z  the 
pitch angular velocity, �
  the incidence angle of 

the rocket, ��  the rocket’s command, �
  the slope 
of the trajectory; the other terms are coefficients with 
formula [2] 
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To obtain the step and impulse responses and the 
identification of the system, one uses the following 
coefficients 
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In the case of vertical flight of the rockets, the above 
equations set suffers little modifications 
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Figure 1: Time variation curves of the coefficients 
from rockets’ dynamics equations 

For each rocket’s type one must obtain the variation 
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in time of coefficients .5,1, �idi  In figure 1 the 
time variation curves of these coefficients for an 
ERLIKON rocket are presented. The values of these 
coefficients for second 10 of the flight are 
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The coefficients id  characterize the stability of the 
system and the stability reserves; if ,05 �d  then 

.1dnv �
  The  maneuverability of the system may be 
expressed on a graded scale which permits the choose 
of optimal maneuverability [1]. 
The maneuverability of the system depends on an 
indicator which expresses the dependence of the ratio 

12 / TT  or of the product 2Tnv

  of the damp coefficient 

.�  For the stability’s improvement and maneu-
verability’s increase one uses a negative feedback 
after the rockets’ overload ;vn  it leads to the increase 
of the damp coefficient. 

2. ANGULAR STABILIZATION SYSTEM WITH 
DIFFERENTIATOR GYROSCOPE, ACCELE-
ROMETER AND CORRECTION SUBSYSTEM 

Stabilization system that uses differentiator gyros-
cope, although has superior dynamic performances, 
doesn’t assure their constant in different flight 
regimes. That’s why, this system is recommended 
only for the stabilization of the rockets’ angular 
position. The mono-loop stabilization systems have 
some disadvantages which prevent their use for the 
overload’s control. Much better are the bi-loop 
stabilization systems. 
The block diagram of the rockets’ angular stabiliza-
tion system with differentiator gyroscope, accelero-
meter and correction subsystem is presented in figure 
2 [1]. The input variable is the rocket’s command ,vu  
while the output of the system is the rocket’s over- 

load .vn  On the direct way of the system one has 
introduced an integrator gyroscope and on the 
feedback of the exterior contour – an acceleration 
transducer (accelerometer), a correction network with 
the transfer function 
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and an amplifier with kk  amplification factor for the 
compensation of the voltage’s failure at the output of 
the correction network (subsystem). The transfer 
function of the interior loop is calculated as follows 
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The closed loop transfer function is obtained with 
equation 
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In equations (7) and (8) the values of the constants are 
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After calculus, the transfer function in closed loop 
becomes 
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the transfer function in open loop is calculated in 
rapport with the one presented above. The 
coefficients that appear in the numerator and 
dominator of the transfer function (10) are 

 

Figure 2: The block diagram of the rockets’ angular stabilization system with differentiator gyroscope, 
accelerometer and correction subsystem 
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Figure 3: The indicial functions and responses to 
impulse input in the complex and discrete planes for 

the system from figure 2 

For the above system one obtains, using a Matlab 
program and a Simulink model, the indicial functions 
in the complex plane and in discrete plane, responses 
to impulse input in the complex and discrete planes 
and time variations of the rocket’s overload and of the 
pitch angular velocity. For the system from figure 2, 
the indicial functions and responses to impulse input in 
the complex and discrete planes are presented in figure 
3 (the first two graphics correspond to the complex 
plane, while the last two correspond to the discrete 
plane).  
The program calculates the matrices that describe the 
state equations of the system in the complex or 
discrete plane, the poles of the system, the zeros, the 
transfer functions in complex description or in discrete 
description, the stability margins and so on.  
For the stabilization system, one plots the time varia-
tion of the system’s output – rocket’s overload � �vn  
and time variation of the pitch angular velocity � ���  - 
figure 4.  
From these graphic characteristics and from the 
analysis of the system’s eigenvalues (poles) one 
notices that the system is a stable one with very good 
dynamic properties.  

 

Figure 4: Time variation of the rochet’s overload and 
time variation of the rocket’s angular velocity 

3. ANGULAR STABILIZATION SYSTEM WITH 
INTEGRATOR GYROSCOPE, ACCELEROME-
TER AND CORRECTION SUBSYSTEM 

The block diagram of the rockets’ angular stabili-
zation system with integrator gyroscope, accelero-
meter and correction subsystem is presented in figure 
5 [1]. The input and the output variables are the same 
with the ones from the previous case.  
On the direct way of the system one has introduced 
an integrator gyroscope and on the feedback of the 
exterior contour – an acceleration transducer (acce-
lerometer), a correction network with the transfer 
function 
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and an amplifier with kk  amplification factor for the 
compensation of the voltage’s failure at the output of 
the correction network (subsystem). The transfer 
function of the interior loop is calculated as follows 
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The closed loop transfer function is obtained with 
equation 
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In equations (13) and (14) the values of the constants 
are the ones from equation (9). After calculus, the 
transfer function in closed loop becomes 
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Figure 5: The block diagram of the rockets’ angular stabilization system with integrator gyroscope, 
accelerometer and correction subsystem 

the transfer function in open loop is calculated in 
rapport with the one presented above. 
The coefficients that appear in the numerator and 
dominator of the transfer function (15) are 
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Figure 6: The indicial functions and responses to 
impulse input in the complex and discrete planes for 

the system from figure 5 

For the above system one obtains, using a Matlab 
program and a Simulink model, the indicial functions 
in the complex plane and in discrete plane, responses 
to impulse input in the complex and discrete planes 
and time variations of the rocket’s overload and of 
the pitch angular velocity. For the system from figure 

5, the indicial functions and responses to impulse 
input in the complex and discrete planes are presen-
ted in figure 6 (the first two graphics correspond to 
the complex plane, while the last two correspond to 
the discrete plane).  
The program calculates the matrices that describe the 
state equations of the system in the complex or 
discrete plane, the poles of the system, the zeros, the 
transfer functions in complex description or in dis-
crete description, the stability margins and so on. 
For the stabilization system one plots the time 
variation of the system’s output – rocket’s overload 
� �vn  and time variation of the pitch angular velocity 
� ���  - figure 7. From these graphic characteristics and 
from the analysis of the system’s eigenvalues (poles) 
one notices that the system is a stable one with very 
dynamic properties.  

 

Figure 7: Time variation of the rochet’s overload and 
time variation of the rocket’s angular velocity 

4. IDENTIFICATION OF THE TWO SYSTEMS 
USING THE NEURAL NETWORKS’ METHOD 

Flying parameters’ modification and atmospheric dis-
turbances lead to difficulties in stability derivates 
calculus and to flying objects’ models stabilization. 
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That’s why one may use identification methods or 
state estimate methods [3], [4], [5], [6], [7], [8]. The 
identification method presented in this paper is based 
on a neural networks’ use. For an off-line 
identification [3], a feed-forward neural network is 
used; the network is trained by minimizing the 
quadratic quality indicator )(),(

2
1)( 2 kekekJ �  being 

the training error. The dynamics of the rockets’ 
movement may be described by equation 

� � ,)1()()()2()1()( �������� uy nqkuqkunkykykyfky �� (17) 

with ���y  the pitch angle, �� vuu  rocket’s 
command, �q  dead time; yn  and un  express the 
system’s order. 
If nothing is known about the control system 
( fqnn uy ,,,  and �hn  the number of hidden layer 
neurons), by identification one determines these 
parameters. So that, starting from minimal neural 
network’s architecture (numbers yhu nnn ,,  and q ) 
and imposing a value for the error )(ke  and a maxim 
number of training epochs, the neural networks 
begins the training process. If the error )(ke  doesn’t 
tend to the desired value then yu nn ,  and hn  are 
modified [3]. 
For identification process’s simulation of the rockets’ 
dynamics with neural network one may use the 
discrete transfer function associated to the system. A 
neural network with one hidden layer is chosen. This 
network is characterized by 5,3,1 ��� hyu nnn  
and .0�q  One chooses calculus steps � �,p  which is 
equal with vector 'y s components number (the va-
lues at respective moments of the control system). 
The matrix of neural network P  is obtained (it has 
the dimension � � � �� �.3��� pnn yu  Also, matrix T  (of 
desired output of the network, which represents 
control system’s output values matrix) is the matrix 
of the system outputs’ values at time moments co-
rresponding to the calculus steps; 

  � � � �;3dim ��� pnT e   (18) 

en  is the output neurons’ number (here 1�en ). 
After the training process, the two signals (the output 
of the system from figure 2 - blue color and the output 
of the NN - red color) overlap (figure 8).  
Neural network‘s training is made using instruction 
“train” till the moment when 

 15
imposed 10)()(ˆ)()( ����� kekykyke   (19) 

or until the number of training epochs is reached (in 
our example this number has been chosen 10000). In 
figure 9 the dependence between error )(ke  and 
training epochs’ number is presented.  

By neural network’s training pseudo – neurons 
weights matrix 1W  and hidden layer neurons weights 
vector 2W  are obtained. Also, vectors 1B  and ,2B  
which contains polarization coefficients’ values 
(bias) for neurons from hidden layer and for output 
neuron, respectively, are obtained. For this stabili-
zation system they are 
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Figure 8: The output of the system from figure 2   
(blue color) and NN’s output (red color) after training. 

 

Figure 9: Dependence between the error of the training 
process and the training epochs’ number  

Same graphics (figure 10 and figure 11) are obtained 
for the system with integrator gyroscope from figure 
5. These graphics are presented below. The structure 
of the identification neural network is the same. The 
weights matrices and the bias vectors are also 
obtained using the Matlab/Simulink program. 
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Figure 10: The output of the system from figure 5   
(blue color) and NN’s output (red color) after training. 

 

Figure 11: Dependence between the error of the 
training process and the training epochs’ number  

5. CONCLUSIONS 

The paper presents two angular stabilization systems 
of the rockets in vertical plane using differentiator or 
integrator gyroscope. One has determined the transfer 
functions (in closed loop or in open loop) of the two 
systems; a study of stability is made. All the eigen-
values of the systems are placed in the left complex 
semi-plane. This is a proof of systems’ stability. The 
systems respond very fast to a step input – the dura-
tion of the transient regimes is about 1.5 seconds in 
the case of the system from figure 2 and 2.5 seconds 
in the case of the system from figure 5. That means 
that the use of a differentiator gyroscope is better 
than the use of an integrator one. For both systems, 

one obtains, using a Matlab/Simulink program the 
indicial functions in the complex plane and in dis-
crete plane, responses to impulse input in the com-
plex and discrete planes. The identification of the two 
systems is made using neural networks. Using this 
method, one obtained the indicial responses of the 
systems and of the neural networks (these signals 
overlap), the weights and the biases of the neural net-
works and so on. One also presented the dependence 
between the error of the training process and the 
training epochs number for the two systems. The 
training process lasts longer in the case of the system 
with integrator gyroscope (69 epochs) compared with 
the system with differentiator gyroscope (46 epochs). 
This means that the first system (figure 2) is better 
(the imposed value of the error and the maximum 
epochs number is the same for the two systems). 
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