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Abstract – In order to achieve the framework for analysis of hybrid dynamic systems, different approaches of modeling are used and at present is already an abundance of such paradigms, including Petri Nets. Often, the continuous dynamic is represented by differential – algebraic equations; on the other hand, the discrete dynamic is modeled by automata or input – output transitions systems, with a finite and countable number of states. This paper focuses on the modeling of hybrid systems with autonomous commutation of the model generated by a hysteresis phenomenon through a particular Petri Nets structures, called Modified Petri Nets (MPN). The main goal of this approach is to get a formal description language for such hybrid systems, which combines the advantages of a graphical description with the possibility of a transparent visualization, simulation and analysis. The proposed concepts are illustrated with a case study, which refers to a classical temperature control process in a room, using a thermostat with anticipative resistance. Starting from a generic mathematical model and using the Visual Object Net ++ software tool, several simulation scenarios was proposed, in order to verifying the Petri Nets structures achieved. The simulation results can be used for building a modular hierarchical structure of the models.
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1. INTRODUCTION

A dynamical system is generally considered a hybrid structure if it is difficult to deal with it either as a purely continuous-variable system or as a purely discrete-event system without ignoring important phenomena that result from the combination of continuous and discrete movements of this system. This situation is due to the fact that the theories of continuous and discrete systems have been elaborated completely separately until recently. Hybrid systems pose the problem of bridging the gap between both theories. This has been done until now not only by considering a combination of continuous and discrete subsystems but also by investigating different extensions of either continuous or discrete systems. Hybrid dynamical systems generate variables or signals, that are mixed signals consisting of combinations of continuous or discrete value or time signals, and through them interaction with other systems and the environment occurs. More specifically, some of these signals take values from a continuous set (e.g. the set of real numbers) and others take values from a discrete, typically finite set (e.g. the set of symbols \{0, 1\}). Furthermore, these continuous or discrete-valued signals depend on independent variables such as time, which may also be continuous or discrete. Another distinction that could be made is that some of the signals could be time-driven while others could be event-driven in an asynchronous manner [1], [2], [3], [16].

A hybrid system is a dynamical system that cannot be represented and analyzed with sufficient precision either by the methods of the continuous systems theory or by the methods of the discrete systems theory. It is known that continuous systems theory assumes that the system under consideration can be described by some differential equation:

\[
\dot{x} = f(x(t), u(t), t), \quad x(0) = x_0 \quad (1)
\]

\[
y(t) = g(x(t), u(t), t) \quad (2)
\]

where \(x \in \mathbb{R}^n\) is the state vector, \(u \in \mathbb{R}^m\) the input vector and \(y \in \mathbb{R}^r\) the output vector. \(x_0\) denotes the initial state. More generally, (1) can be replaced by a set of difference and algebraic equations, which then is called a differential-algebraic system (DAE system) [16], [17], [20], [21].

The key assumption of continuous systems theory concerns the fact that the functions \(f\) and \(g\) satisfy a Lipschitz condition. With respect to the state \(x\) this smoothness assumption means for the function \(f\) that a constant \(L\) has to exist for which the inequality:

\[
\left\| f(x, u, t) - f(\hat{x}, u, t) \right\| \leq L \left\| x - \hat{x} \right\| \quad (3)
\]

holds for all \(x, \hat{x}, u\) and \(t\), where \(\|\cdot\|\) symbolises a vector norm. A similar condition should be satisfied with respect to \(u\). Under this assumption, uniqueness and existence results can be derived for the solution of the differential equation (1). Furthermore, many analysis methods assume the property (3).

In the paper, we are interested on a class of hybrid dynamical systems with commutation. An abrupt change of the vector field \(f\) if the state \(x\) reaches a
Given bound is called switching. Formally, the system can be represented by two or more different vector fields \( f_i \) together with conditions that describe the validity of these vector fields, for example by:

\[
\dot{x} = f(x)
\]

with:

\[
f = \begin{cases} 
  f_1(x) & \text{for } h(x) \leq 0 \\
  f_2(x) & \text{for } h(x) \geq 0 
\end{cases}
\]

If the system is currently described by the vector field \( f_1 \) and the state reaches the border \( h(x) = 0 \) of the region of validity of this vector field, the vector field switches to \( f_2 \) which is valid until the border described by \( h(x) = 0 \) is reached from the other side. In order to do a unitary conception of the hybrid systems representation, different approaches of modeling are used and at present there is already an abundance of such models.

In fact, the modeling of hybrid systems needs a combination of description methods for discrete systems and for continuous systems. The classical timed Petri Nets approach with its discrete state space is well suited for the field of discrete systems, but not for continuous systems. For the field of continuous systems, the continuous Petri Nets approach \([5],[6],[7],[10],[12],[13],[14]\), is useful because it offers a continuous state space. The combination of a discrete and a continuous state space is a main condition for the hybrid structures modeling. Frequently in hybrid systems, the event-driven dynamics were studied separately from the time-driven dynamics via automata or Petri nets models or via differential or difference equations.

Hence, if it is possible to describe the behavior of continuous systems with continuous Petri Nets and then to combine these models with the discrete world of common timed Petri Nets, we would be able to model the complex behavior of hybrid dynamical systems using a single graphical or analytical formalism \([6],[8],[9],[10],[16],[21]\).

2. REVIEWS ON HYBRID PETRI NETS

In a discrete Petri Net (PN), the marking of a place may correspond either to the Boolean state of a device, or to an integer. A general analysis method is to compute the set of reachable states of the model and deduce the different structural and behavioral properties of the system. But when the Petri net places contain a large number of tokens, the number of reachable states explodes, limiting the use of model. This observation led us to define continuous and hybrid Petri nets.

An autonomous HPN is a sextuple \( Q = \{P, T, \text{Pre}, \text{Post}, m_0, h\} \) such that: \( P = \{P_1, P_2, \ldots, P_n\} \) is a finite, not empty, set of places; \( T = \{T_1, T_2, \ldots, T_m\} \) is a finite, not empty, set of transitions; \( P \cap T = \emptyset \) (P and T are disjointed); \( h \) - called "hybrid function" indicates for every node whether it is a discrete or a continuous node; \( \text{Pre} : P \times T \rightarrow R^+ \) or \( N^+ \), is the input incidence mapping; \( \text{Post} : P \times T \rightarrow R^+ \) or \( N^+ \), is the output incidence mapping and \( m_0 : P \rightarrow R^+ \) or \( N^+ \) - the initial marking of the net \([5],[6]\).

The basic model of a non-autonomous HPN consists in a combination between non – autonomous discrete and continuous sub-models. So, generally speaking, the discrete transition in a non-autonomous HPN may be fired as the transition in a discrete PN (i.e. they may be synchronized, or timed with constant or stochastic timings). Similarly, the continuous transitions in a non-autonomous HPN may be fired with a flow rate, as transitions in a continuous PN (they can be synchronized, or maximal speeds may be constant, or function of time, or function of the marking) \([12],[15]\).

Informally, there are two parts in a hybrid Petri net, a discrete part and a continuous part, and these parts are interconnected thanks to arc linking a discrete node (place or transition) to a continuous node (transition or place), (Fig.1). In some cases, one part can influence the behavior of the other part without changing its own marking. In other cases, the firing of a D – transition can modify both the discrete and the continuous marking.

![Figure1: A Hybrid Petri net model.](image-url)
powerful extension of basic formalism, called MPN allows introducing several enhancements:
- the firing speed of continuous transitions can be given as a function of token quantities, opening the possibility of modeling the behavior of continuous dynamics, due to fact that the values of this function can become positive as well as negative;
- the token quantity of continuous places can take as well positive as negative values for modeling positive as well as negative continuous system variables, whereas HPN only allow positive values.

Usually, a continuous system is described by its input, output and by its system behavior. Using a MPN model (Fig.2), the input and output variables are each described with a continuous place. The transition \( T_1 \) is always active and the system behavior is described with the firing speed function \( (flow\ rate) \ V = f(u, y) \) depending on \( P_1 \) and \( P_2 \) marking. Moreover, due to \( P_1 - T_1 \) test arc (dotted line represented) which not allows the modification of the \( P_1 \) marking quantity, during the dynamic behavior of the model the token quantity of \( P_1 \) is not influenced [8], [14], [16].

In the model behavior, continuous input and output transitions supply their part to increase or to decrease \( m_j \). We can model different basic elements in this way. Even non-linear coupled subsystems can be described since \( v \) may be a non-linear function.

Temperature fluctuations induced by thermal inertia of the device can be reduced using one anticipative resistance \( R \). Hence, the exceeding of \( \theta_d \) value (Fig.4) is restricted and the thermostat switches “off” before the reference value of temperature being reached. In
this way, the temperature oscillations can be diminished and, in the meantime, releasing frequency of the device can be increased.

3.2 Mathematical Model

The MPN model of the process was synthesized with a hybrid technique starting from a simplified mathematical model, established according to the Fourier’s law of the heating process, supposing a proportional dependence between the heat flows and gradients of the temperature. Thus, room temperature variation – \( \theta \) can be expressed from a linear dependence between temperature values of the external environment - \( \theta_e \) and the radiator - \( \theta_r \) [14], [18]:

\[
\frac{d\theta}{dt} = -c_1(\theta - \theta_e) + c_2(\theta_r - \theta) \quad (9)
\]

Similarly, temperature of the thermostat - \( \theta_{th} \) depends on heat changed between that device and the room and on the thermal energy – \( Q_1 \) produced by the anticipative resistance – R, during it connection to the power supply:

\[
\frac{d\theta_{th}}{dt} = -c_3(\theta_{th} - \theta) + q(\theta_{th}) \cdot Q_1 \quad (10)
\]

On the other hand, the temperature variation of the radiator – \( \theta_r \) depends on the thermal changing between the radiator and the room and, also, on the thermal energy – \( Q_2 \) produced by radiator itself:

\[
\frac{d\theta_r}{dt} = -c_4(\theta - \theta_r) + q(\theta_{th}) \cdot Q_2 \quad (11)
\]

In (9), (10) and (11), \( c_i \) (i = 1, …4) denotes the global coefficients of heat transfer, and \( c_k \) is a discrete variable who can reaches only two different values (0 or 1), according to the hysteresis thermostat cycle (Fig.5) and controls the starting and the stopping process of the heating system [4], [14], [18].

![Figure 5: Hysteresis thermostat cycle.](image)

Considering as state vector of the system \( \theta^t = (\theta \ \theta_{th} \ \theta_r)^t \) and as input vector \( u^t = (Q_1 \ Q_2)^t \), we can represent the simplified mathematical model of the process through a linear system of equations, in accordance to (1).

The switching between the two values of the variable \( q \) causes two distinct operated services for the whole process: ON (for \( q = 1 \)) and OFF (\( q = 0 \)). The commutation of the hybrid system between its states is released when the state space vector \( \theta \) (more precisely it \( \theta_{th} \) component) reaches for the first time the threshold value \( \theta_{th1} \) (\( q = 0 \) and \( d\theta_{th}/dt < 0 \)), then the other threshold value \( \theta_{th2} \) (\( q = 1 \) and \( d\theta_{th}/dt > 0 \)).

\[
\frac{d}{dt} \begin{bmatrix} \theta \\ \theta_{th} \\ \theta_r \\ \theta_e \end{bmatrix} = \begin{bmatrix} -c_1 + c_2 & 0 & c_2 & 0 \\ c_3 & -c_3 & 0 & 0 \\ c_4 & 0 & -c_4 & 0 \\ 0 & q & 0 & Q_1 \\ 0 & 0 & q & Q_2 \end{bmatrix} \begin{bmatrix} \theta \\ \theta_{th} \\ \theta_r \\ \theta_e \end{bmatrix} + \begin{bmatrix} c_1 \\ 0 \\ 0 \\ 0 \\ Q_1 \\ Q_2 \end{bmatrix} \quad (12)
\]

3.3 Hybrid Petri Net Model of the Process

The Petri Net model achieved starting from the control process of temperature analysis was obtained based on previous observation on the autonomous commutation of the system, due to hysteresis cycle threshold values \( \theta_{th1} \) and \( \theta_{th2} \) respectively. Hence, starting from the initial state, until the thermostat temperature becomes \( \theta_{th2} \), the behavior of the system is described by (12) with \( q = 1 \). Then, during \( [\theta_{th1}, \theta_{th2}] \) interval of temperature, when the anticipative resistance R and the gas – generating station are turned off, the process dynamic can be described by the same mathematical model, for \( q = 0 \). Hence, the model switches periodically between its two structures, according to the achievement of \( \theta_{th1} \) or \( \theta_{th2} \) temperature values.

Particularities of the mathematical model of the process, considered as a hybrid system representation, and the behavioral particularities due to a permanent switching between its states leads to a Hybrid Petri Net topology for the looking model. The commutation between the continuous space sates values of the system is induced by the occurrence of some external events (commands or disturbances). In order to synthesize easier a basic frame of the model in accordance with the behavior of the process, the main idea was to use all the facilities dues to MPN formalism.

Thus, the topology of the whole framework (Fig.6) contains continuous sub-models (continuous Petri Nets) activated or no by a permanent interaction with a discrete control sub-model (a discrete Petri Net). For the continuous part of the model were used elements of continuous Petri Nets with variable firing speed of continuous transitions, dependent on continuous places marking.

The discrete supervisory control sub–model ensures that only the behaviors consistent with the specification may occur in the system; it can be
The structure of the model was synthesized starting from the state space model equations (12) according to the modified Petri nets evolution rules generated by particular expressions of variable speeds of continuous transitions.

![Modified Petri Net model of the process.](image)

The coupled in–and outputs of the system were represented by arcs. The firing speed functions, assigned to the continuous transitions, can be gained line by line from the equation system, from both values (0 and 1) of $q$ variable:

\[
\begin{align*}
  v_1 &= -(c_1 + c_2) \cdot \theta + c_2 \cdot \theta_e + c_1 \cdot \theta_c \\
  v_2 &= c_2 \cdot \theta - c_3 \cdot \theta_{th} + Q_1 \\
  v_3 &= c_1 \cdot \theta - c_3 \cdot \theta_{th} \\
  v_4 &= c_2 \cdot \theta - c_4 \cdot \theta_r + Q_2 \\
  v_5 &= c_3 \cdot \theta - c_4 \cdot \theta_r
\end{align*}
\]

The initial state of the system was indicate by the initial set of variables values - $\theta$, $\theta_{th}$, $\theta$ and $Q_1$, $Q_2$. Thus, the linear equations of the initial mathematical model were represented by continuous sub – nets, composed of $P_1 + P_6$ places and $T_1 + T_3$ transitions which allows the system behavior change according commutation processes. The changing of Petri net structure according a commutation process is obtained due to discrete sub – net (control sub – model : $P_2$, $P_8$ places and $T_6$, $T_7$ transitions), which activates or disables – through test arcs – some of continuous transitions. In this way, the Petri net switches permanently between two similar structures, this behavior been induced thanks to the weight of arcs $P_4 - T_6$ (test arc with $\theta_{th2}$ weight) and $P_4 - T_7$ (inhibitor arc with $\theta_{th1}$ weight) respectively.

Specification of all Petri net elements was made according to the hybrid model and, also, according to the evolution rules, due to the specific net formalism: $P_1$ is assigned with the value of external environment temperature, $P_2$ – controlled room temperature, $P_3$ – thermal energy produced by R, $P_4$ – the current thermostat temperature, $P_5$ – thermal energy due to the gas – generating station, $P_6$ – radiator temperature. The marking non – null of $P_2$ activates the firing of $T_3$ and $T_5$ transitions ($q = 1$) and, similarly, the marking non – null of $P_8$ activates the continuous firing of $T_3$ and $T_5$, for $q = 0$.

The behavior of the process allows – according to switching operations – to enrich two mathematical models, $M_1$ and $M_2$, obtained from (12) for the two values of $q$:

\[
\begin{align*}
  &\text{If } \theta_{th} < \theta_{th1} \text{ and } d\theta_{th}/dt \geq 0 \\
  &\text{Then } M_1 \text{ (for } q = 1) \\
  &\text{else} \\
  &M_2 \text{ (for } q = 0) \\
  &\text{Until } \theta_{th} = \theta_{th1} \text{ and } d\theta_{th}/dt < 0
\end{align*}
\]

Even for a less complex topology of Petri Nets, it is difficult to find always the most simply solution to synthesize a compact model, with a minimum number of elements and, also, with goods behavioral and structural properties. Moreover, the model achieved it is not unique. On the other hand, to verify the correctness of the solutions using analytical methods may be a very laborious process, especially for a large number of system states of or when the places marking of the model becomes very great. Therefore, both in the primary stage, when the model is developed and in the other stage, when the analysis of goods properties is started, various dedicated software tools with a friendly graphical user interfaces are used.

Hence, the Petri net model was synthesized and then its behavioral properties were verified by on-line simulation using Visual Object Net++ tool [9], [10]. For a quantitative analysis, the values for global coefficients of heat transfer $c_i (i = 1 \div 4)$ and, also, $Q_1$, $Q_2$ were the same used in [18]. The model allows a very easily modification of all initial variable values. Thus, the reference value of room temperature can be initially adopted and then eventually changed only by setting the threshold values of the thermostat.

Fig.7 shows a set of on-line simulation scenario obtained with Visual Object Net++ tool, using the modified Petri net model of the process, for: $c_1 = 10^{-5}$ s$^{-1}$, $c_2 = 5 \times 10^{-5}$ s$^{-1}$, $c_3 = 5 \times 10^{-5}$ s$^{-1}$, $c_4 = 10^{-3}$ s$^{-1}$, $Q_1 = 0.0132$ °C/s, $Q_2 = 0.06$ °C/s, $\theta_{th1} = 20$ °C, $\theta_{th2} = 22$ °C, $\theta_e = 15$ °C. The threshold values $\theta_{th1}$ and $\theta_{th2}$ of the thermostat were set so as to ensure a reference room temperature $\theta = 20$ °C.
Figure 7: On-line simulation results of the MPN model.

It is important to specify that, in the model structure the effect of external perturbation on whole dynamic process was neglected, the process dynamic being roughly the same that of an isolated system. The system response confirms all the observations stated since the initial stage of model development about the great time constant value of the process and about the advantages due to use a thermostat with anticipative resistance for the temperature control.

In order to prove the good properties of the model, various simulation scenarios were considered, using the same MPN topology and setting different environmental initial conditions for many control output values of room temperature (Fig.8, Fig.9).

As noted, the MPN representation of the temperature control process analysis is a modular and flexible structure, providing the opportunity to be refined or modified according with various simulation scenario modifications.

These behavioral changes can be easily caught by adding new elements (places, transitions or arcs) at initial model. Sometimes, the modification of arcs weight only is sufficient for adapt the model to new conditions.

Figure 8: On-line simulation results for $c_1=10^{-4}s^{-1}, c_2 = 5\times10^{-3}s^{-1}, c_3=5\times10^{-3}s^{-1}, c_4=10^{-3}s^{-1}, Q_1 = 0.012^\circ C/s, Q_2 = 0.06^\circ C/s, \theta_{th1}=20^\circ C, \theta_{th2}=22^\circ C, \theta_e=10^\circ C$.

Figure 9: On-line simulation results for $c_1=10^{-4}s^{-1}, c_2 = 5\times10^{-3}s^{-1}, c_3=5\times10^{-3}s^{-1}, c_4=10^{-3}s^{-1}, Q_1 = 0.0168^\circ C/s, Q_2 = 0.06^\circ C/s, \theta_{th1}=20^\circ C, \theta_{th2}=22^\circ C, \theta_e=16^\circ C$. 
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4. CONCLUSIONS

The main idea of this paper was to consider an temperature control process such a particular hybrid system, with autonomous state commutation and, starting of this point, to find a specific frame for describing his behavior. A mathematical model of such a process has thus to be a hybrid model involving discrete variables (integers or with a domain in a finite set) and continuous variables (real numbers). Both dynamics (discrete and continuous) have to be modeled: a discrete event based dynamics for discrete variables (sequence of operations) and a continuous time dynamics for continuous variables (differential algebraic equations). The general approaches have strong similarities with hybrid automata, but the discrete dynamics is represented by Hybrid Petri Nets in place of automata in order to address in an explicit way resource allocation policies. True concurrency is indeed required and the interleaving semantics of automata based approaches is not sufficient.

Adding new elements, with a grown power of analysis, may enrich the general model proposed. Hence, in the hybrid Petri Net model achieved, a first step for increasing the details was made due to variable delays associated to the discrete transitions. The concept “variable delay” is more often utilized in a determinist way. The delays are in any time defined in occurrence with an external event, a priori estimated, and generated by the decisonal structure of the entire system. A major step to refine the initial model can be made using several powerful extinguitions of basic Petri Nets models, i.e. stochastic, colored or fuzzy Petri Nets.

In this context, another problem, which leads to interesting results can be formulated is the controller synthesis of hybrid dynamical systems. Briefly, such approach is generally based on three steps: the behavioral description of the system (called open loop system) by a HPN model, the definition of specifications required on this behavior and, finally, the synthesis of the controller, which restricts the model behavior to the required one, using a controller synthesis algorithm. These algorithms use traditionally automata (finite state, timed and hybrid automata) because of their ease of formal manipulation; however, a model like HPN or MPN is preferred in the first step, of behavioral description.

Concluding, hybrid systems represent a highly challenging area of research that encompasses a variety of challenging problems that may be approached at varied levels of detail and sophistication. Also, it is very important to have good software tools for the simulation, analysis and design of hybrid systems, which by their nature are complex dynamical structures.
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