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Abstract— The paper deals with techniques to accelerate the 
DWT power quality analysis. A brief description of a non-
spline interpolation schematic is provided firstly. It is used 
for the evaluation of the first components near the right 
border of the signal. Comparisons were made between 
power quality indices, shape of details waveforms and run-
times, considering data acquired on stand, corresponding to 
a driving system using chopper and DC motor and respec-
tively waveforms acquired from the secondary winding of 
the excitation system used to supply a generator. FFT and 3 
distinct original functions were used for comparison. Simi-
lar results were generated by all methods. The spline-free 
interpolation technique, which used mean slopes, proved to 
be a better option when the analyzed signal’s periodicity is 
questionable, because it exhibited halved runtimes as com-
pared to the spline interpolation technique. Two multi-
threading techniques, relying on a horizontal and respec-
tively on an interleaved schematic, were afterward analyzed 
considering their performances relative to the DWT decom-
position and respectively re-composition of single-phase 
currents or voltages. The analyzed filters had different 
lengths: 4, 6 and 8. 10 sets of 300 consecutive decomposi-
tions of signals consisting in 36864 samples were used as 
input data. Our Java programs implementing the horizontal 
technique revealed the diminishing of runtimes for all ana-
lyzed filters during the decompositions by 16%...23%, the 
technique being more efficient for shorter filters. Another 
multi-threading technique, relying on an interleaving sche-
matic, was considered for the reconstruction of signals. It 
proved to be non-effective, revealing increases of runtimes 
in the range 19%...23%. Similar results were obtained with 
the horizontal technique. Finally a multithreading tech-
nique, relying on a vertical schematic is presented. Using it, 
savings of 45% of runtimes were revealed by tests made on 
three-phase systems. 

I. INTRODUCTION 
DWT analyzes the signal at different frequency bands 

with different resolutions by decomposing the signal into 
an approximation containing coarse and detailed informa-
tion. DWT employs two sets of functions which are asso-
ciated with low pass and high pass filters. The decomposi-
tion of the signal into different frequency bands is ob-
tained by successive high pass and low pass filtering of 
the time domain signal. The original signal s[n] is first 
passed through a half-band high pass filter g[n] and a half-
band low pass filter h[n]. h[n] removes all frequencies that  

 
Fig.1. A decomposition on 4 levels using DWT. 

are above half of the highest frequency, while g[n] re-
moves all frequencies that are below that frequency [1]. 
Afterward successive decompositions of the approxima-
tions are made, with no further decomposition of the de-
tails. Fig.1 depicts a 3 levels decomposition [2]. cAi de-
notes the approximation vector whilst cDi  denotes the 
detail vector on the i-th level. The most significant fre-
quencies from the original signal appear with high magni-
tudes in that specific region of the DWT signal including 
them, with the preservation of their time localization. 

Continuous efforts have been done to find more effi-
cient methods for power quality analysis [3]-[6].  

For the analysis of quasi-stationary regimes, corre-
sponding to highly distorted waveforms with small varia-
tions of magnitude and harmonic contents in three-phase 
systems, DWT is a valuable tool. The Fast Fourier Trans-
form (FFT) can be used for stationary regimes in order to 
provide “reference data” for the values obtained for power 
quality indices when DWT-based theories are used 
[7]…[9]. 

This paper represents an improved and substantially ex-
tended version of the paper [9].  

II. ANALYZED DATA AND ANALYSIS METHODS  

A. Analyzed data
The first 2 sets of analyzed data, acquired on stand us-

ing a data acquisition system with a sampling frequency of 
19200 Hz, correspond to a driving system using chopper 
and DC motor. The first set corresponds to unfiltered cur-
rents. A partial representation is depicted by Fig. 2. The 
second set (partially reproduced by Fig. 3) contains cur-
rents with a reduced harmonic content and the correspond-
ing voltages. The third set of data is defined by sets of cur-
rents and voltages acquired from the secondary winding of 
the excitation system used to supply the main generator from 

Annals of the University of Craiova, Electrical Engineering series, No. 38, 2014; ISSN 1842-4805 

44

_______________________________________________________________



 
Fig. 2. First set of analyzed data (partial representation) 

 
Fig. 3. Second set of analyzed data (partial representation). 

a power plant. The first 200 samples of the analyzed three-
phase systems of voltages and currents are depicted by Figs. 
4 and 5 [9], [10]. 

B. Analysis methods 
Firstly an original program, based on Fast Fourier 

Transform, was used to analyze all sets of data. Our previ-
ous studies [9],[10] were concerned with 10 levels DWT-
based decompositions, using Daubechy filters of length 8, 
implemented as original functions called “dwm” and 
“dwi” respectively. dwm assumes that the analyzed signal 
is periodic, whilst dwi performs interpolations relying on 

 

Fig. 4. 3rd set of data: voltages. 

 

 
Fig. 6. Non-spline interpolation schematic. 

spline techniques provided by the MATLAB library , be-
ing also applicable to non-periodic signals.  

The filters’ coefficients are calculated as described in 
[11], [12] and details on their implementation are given in 
[13].  

The spline interpolations involve significant runtimes. 
This made us consider a different, non-spline, interpola-
tion schematic in order to accelerate the decomposition 
process. This schematic [9],[13] is depicted by Fig. 6.  

In this case, the estimation of sn+1 when it is separated 
by “step” seconds from sn requires the following calcula-
tions: 

tg1=(sn-2-sn-3)/step; 
tg2=(sn-sn-1)/step; 
mean_tg=(tg1+tg2)/2; 

 sn+1= sn+mean_tg  x step. 

III. ACCELERATING DWT DECOMPOSITIONS WITH 
SPLINE-FREE INTERPOLATION SCHEMATICS 

A. Qualitative results  
The reference [9] provides in detail the values of node-

zero, non-zero and RMS for all phase voltages and cur-
rents calculated for all sets of data using fft, dwm, dwi and 
dwns (the function which performs non-spline interpola-
tions).  The differences between the values calculated with 
dwm and respectively those calculated with fft were cal-
culated with: 

100_/)__(_ 
	� fftvalfftvaldwmvaldwmdiff  (1)
 

Similar formulas were used for the values generated by 
dwi and dwns respectively.  

Synthetic data are gathered by Table I [9].  They were 
gathered to provide a global picture over the percent dif-
ferences between values calculated with both functions 
using interpolations and those calculated when no interpo-
lation is performed.  Each cell contains values mediated 
over all phases from the same set. The differences dwns 
versus dwm and respectively dwi versus dwm were found 

 
TABLE I 

SYNTHETIC DATA GENERATED AS AVERAGE OVER ALL PHASES FOR 
PERCENT RELATIVE DIFFERENCES BETWEEN VALUES GENERATED WITH 

DIFFERENT DWT BASED FUNCTIONS 
 

1st set 2nd set 3rd set Set index

Power 
Quality 

index

dwns vs 
dwm 
[%] 

dwi vs 
dwm 
[%] 

dwns vs 
dwm 
[%] 

dwi vs 
dwm 
[%] 

dwns vs 
dwm 
[%] 

dwi vs 
dwm 
[%] 

Ief 0.05 0.06 0.04 0.07 -0.03 0.05 
Ij0 4.64 4.93 3.83 5.53 0.07 0.05 
In 0.05 0.06 0.06 0.07 -1.21 0.09 

Uef 0.40 -0.24 0.09 0.13 0.04 0.01 
Uj0 -2.36 0.04 -1.00 -0.01 0.06 0.02 
Un -0.01 -0.20 0.09 0.14 -0.56 0.00 

 
Fig. 5. 3rd set of data: currents. 
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to be very close, revealing no systematic pattern: positive, 
negative or even zero mean values of differences were 
obtained with no correlation to the phase number or type 
of power quality index [9],[10]. 

B. Analysis of waveforms shape 
The quantitative evaluations are in good agreement 

with the conclusions drawn from the shape-related analy-
sis of the decomposition vectors generated with different 
functions, as depicted by Figs. 7...10 [9]. In these figures 
cyan is used for waveforms generated by dwi, red is used 
for waveforms generated by dwns and dark blue is used 
for waveforms generated by dwm. 

As one can see, no shape-related pattern could be de-
rived relative neither to the decomposition level, nor to the 
phase or type of waveform (voltage versus current) [9]. 

C. Analysis of runtimes 
300 consecutive decompositions over all 10 levels were 

performed for data from Figs. 2 and 3.  The analysis of 
runtimes obtained in the programming environment 
MATLAB revealed mean runtimes of a single phase full 

 
Fig. 7. 1st set of data. Almost identical details were generated by all 

functions, so almost zero differences are generated.  

 
Fig. 8. 1st set of data. dwm generates higher values compared to dwi 

and dwns, which are almost identical.  

 
Fig. 9. 2nd set of data. dwm generates lower values compared to dwi and 

dwns, which are almost identical.  

 
Fig. 10.  2nd set of data. No systematic rule can be deduced relative to 
differences between waveforms generated with different functions. 

 

 
Fig. 11. Configuration of the employed machine. 

decomposition equal to 3.85 msec when using dwns, of 
7.67 msec when using dwi and respectively of 2.96 msec 
when using dwm [9]. The small runtimes and the results 
of shape and accuracy analysis allow us to recommend the 
use of the new function – dwns, as a faster alternative, 
providing a similar degree of accuracy both for non-
stationary and quasi-stationary regimes respectively. The 
runtime required by dwns is reduced to a half as compared 
to the case when spline interpolations are used and is only 
approximately 30% higher than then that required by 
dwm, which is interpolation free [9]. 
 
IV. MULTITHREADING IMPLEMENTATIONS FOR THE DWT 

ANALYSIS OF A SINGLE PHASE 

A.   Horizontal schematics 
When multi-threading techniques are used, the configu-

ration of machine is crucial for the accomplished perform-
ances. The results presented in this paper were obtained 
on a computer with a processor which has the configura-
tion from Fig. 11, with original Java programs. The avail-
able quantity of installed RAM memory was of 4 GB. 
Discouraging results were obtained when the same pro-
grams were executed on a dual core configuration. 

When only a single phase must be analyzed at a time, a 
possibility to improve the execution’s efficiency through 
the runtime diminishing resides in implementing a multi-
threading technique based on a horizontal schematic. Fig. 
12 depicts the operating principle for an implementation 
with two threads.  

 The main idea consists in dividing the vector to be de-
composed (v) , whose length is l¸ in n parts, where n is the 
number of threads which will be used to perform in paral-
lel the decomposition of v. Each thread will decompose l/n 
components.  

All threads used for decomposition access in a synchro-
nized manner a common variable no_of_ended_threads,  
used to store the number of threads which accomplished 
their task (decomposition of the vector’s partitions assigned 
 

 
Fig. 12. Horizontal schematic used as principle by the multi-threading 

technique used during the decomposition for a single phase. 
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to them). This variable is incremented each time a thread 
ends the decomposition stage. Each time 
no_of_ended_threads is incremented,  the condition C1, 
“no_of_ended_threads =n“ is tested, to see if the whole 
vector was decomposed. If C1 is true, the application’s 
main thread is unblocked and the execution moves toward 
the following decomposition level.  

B.   Interleaved schematics  
A good solution for saving memory in archives is to 

store only the vectors yielded by the DWT decomposition. 
If the original signal (used for their generation) is needed, 
it can be reconstructed considering the above mentioned 
vectors, using the inverse functions. 

When the decomposition was made with a dwm func-
tion, the reconstruction relies on our inverse functions that 
use the following principle [13]: 
 

  recj=ai · lh0+ di · lh1+…+ ai+1f-1 · lhl-2+ di+1f-1 · lhlf-1; 
  j=j+1; 
 recj=ai · lg0+ di · lg1+…+ ai+1f-1 · lglf-2+ di+1f-1 · lglf-1. 

       

(2)

 

Here the vector rec is used to represent the recon-
structed signal for the level i, a and d represent the ap-
proximation and detail vectors for the lower level and lf 
represents the filter’s length.  

Firstly we tested the horizontal schematic presented 
above. The vectors a and d were divided in equal parts, 
assigned in pairs to threads. Because instead of reducing 
the runtimes we obtained their increase, we tested another 
schematic, depicted by Fig. 13 for a filter of length lf and 
an implementation with 2 threads.  

Our interleaved horizontal schematic used to implement 
a multi-threading technique for reconstruction involves a 
particular division of the reconstruction-related tasks, de-
scribed below. If nr_threads is the number of threads exe-
cuted in parallel for the reconstruction associated to the 
level i, then the first thread will reconstruct the compo-
nents 1,2,nr_threads+1,nr_threads+2, 2xnr_threads+1, 
2xnr_threads+2, ... kxnr_threads+1, kxnr_threads+2  etc. 
The second thread will reconstruct the components 3,4, 
nr_threads+3, nr_threads+4, 2xnr_threads+3, 
2xnr_threads+4 , ... kxnr_threads+3, kxnr_threads+4 etc. 

Fig. 14 depicts an example of execution, to reveal the 
random order in which the threads are scheduled, along 
with the indices revealing which components from the 
reconstructed vector (i) and respectively from the ap-
proximation vector (j) are processed at that moment.  

 

 
Fig. 13. Interleaved schematic used as principle by the multi-threading 

technique used during the re-composition for a single phase. 

 

 

Thread 1 i = 2201 j=4407 

V. TESTS WITH HORIZONTAL AND INTERLEAVED 
MULTITHREADING TECHNIQUES 

A. Accelerating the decomposition by using multi-
threading techniques based on horizontal schematics 

The shape of waveform has no influence over the run-
time and therefore for any data the runtimes will be the 
same, when the same number of calculation points and 
machine architecture are considered [9]. 

10 sets of 300 consecutive decompositions of a phase 
current (represented by a signal with 36864 components) 
were performed with our original Java programs.  

Figs. 15-17 represent the cumulated runtimes when 
dwm was used, whilst Figs. 18-20 represent similar results 
yielded by the use of dwns. 

Tables II and III gather synthetic data with respect to 
the calculated runtimes when horizontal multithreading 
techniques are applied for DWT decompositions. R repre-
sents the ratio (mean cumulated  runtime – multithread-
ing)/ (mean cumulated  runtime – monothread) and W is 
used to denote “ the worst scenario” . It is calculated as 
(maximum cumulated  runtime – multithreading)/ (mini-
mum cumulated  runtime – monothread). 

B. Results of multithreading implementation for 
reconstruction 

None of the above described multithreading techniques 
could decrease the runtimes. Table IV gathers synthetic 
data with respect to the calculated runtimes when inter-
leaving multithreading techniques are applied for DWT 
re-compositions. Similar results were obtained when the 
horizontal schematic was applied.  

 

TABLE II. 
SYNTHETIC DATA FOR DECOMPOSITIONS WITH DWM 

 
Filter length  

4 6 8 
Mean cumulated  runtimes – 

multihreading [sec] 1.0698 1.1635 1.1459 

Mean cumulated  runtimes – 
monothread [sec] 1.3900 1.5075 1.4223 

R [p.u.] 0.7696 0.7718 0.8057 
W [p.u.] 0.8952 0.9251 0.9040 

 

TABLE III. 
SYNTHETIC DATA FOR DECOMPOSITIONS WITH DWNS 

 
Filter length  

4 6 8 
Mean cumulated  runtimes – 

multihreading [sec] 1.1118 1.2436 1.3350 

Mean cumulated  runtimes – 
monothread [sec] 1.4590 1.5927 1.5864 

R [p.u.] 0.7620 0.7808 0.8415 
W [p.u.] 0.9011 0.8875 0.8188 

�

Thread 1 i = 2203 j=4411 
Thread 2 i = 3364 j=6733 
Thread 1 i = 2205 j=4415 
Thread 2 i = 3366 j=6737 
Thread 1 i = 2207 j=4419 
Thread 2 i = 3368 j=6741 
Thread 1 i = 2209 j=4423 

Fig. 14. Example of execution in interleaved implementation 
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TABLE IV. 
SYNTHETIC DATA FOR RE-COMPOSITIONS  

 

Filter length  
4 6 8 

Mean cumulated  runtimes – 
multihreading [sec] 2.9239 2.9483 1.8861 

Mean cumulated  runtimes – 
monothread [sec] 2.4129 2.4817 1.5438 

R [p.u.] 1.2118 1.1880 1.2217 
�
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Fig. 15. Runtimes for multithreading decomposition with a filter of 

length 4, using dwm 
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Fig. 16. Runtimes for multithreading decomposition with a filter of 

length 6, using dwm 
�
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Fig. 17. Runtimes for multithreading decomposition with a filter of 

length 8, using dwm 

When implementing the multithreading techniques, in 
all cases a preliminary evaluation was performed. Accord-
ing to its results, for the horizontal schematic the multi-
threading was used only for the first level. 
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Fig. 18. Runtimes for multithreading decomposition with a filter of 

length 4, using dwns 
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Fig. 19. Runtimes for multithreading decomposition with a filter of 

length 6, using dwns 
�
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Fig. 20. Runtimes for multithreading decomposition with a filter of 

length 8, using dwns 

The choice of using multi-threading only for the 1st 
level was imposed by the effect of the decomposed seg-
ment’s length over the multithreading efficiency, consid-
ering the decimation phenomenon (the decomposed vec-
tor’s length is reduced by a factor of 2 with each level).  

VI. VERTICAL MULTITHREADING SCHEMATIC FOR DWT 
DECOMPOSITION AT THREE-PHASE SYSTEMS  

In [9] we presented our results related to the possibility 
of accelerating the wavelet decompositions for three-
phase systems.    

Our starting point was to perform in parallel the de-
composition of all currents with that of all voltages, over  
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Fig. 20. Vertical schematic used for the implementation of multithread-

ing at three-phase systems. 

some decomposition levels [9], [14]. The waveforms de-
picted by Fig. 2 were used for the simulations, but the 
shape of waveforms does not influence the runtime-related 
efficiency. A vertical schematic was used for the imple-
mentation of the multithreading technique (Fig. 20). 

 The decomposition was made with dwm for a filter of 
length 8, and a number of calculation points equal to 
12288.The mean runtime per set when using the multi-
threading technique for the first two levels of decomposi-
tion and a mono-threading technique for the last 8 levels 
was of  2267.3 msec, whilst that corresponding to the 
mono-threading, classical  implementation for all decom-
position levels, was of 4084.3 msec. For reasons explained 
in the previous section, only the first 2 levels were de-
composed in a multithreading manner. The runtime was 
clearly reduced when using multi-threading with 45% [9].  

VII. CONCLUSIONS 
When performing a DWT analysis for quasi-stationary 

or non-stationary regimes, interpolations are required. The 
analyzed function (dwns) relying on an interpolation sche-
matic based on averaged slopes corresponding to points 
from the analyzed data segment’s right edge was tested 
from 3 points of view: accuracy when applied to the 
evaluation of power quality indices, shapes of decomposi-
tion vectors and runtimes. Savings of 50 % were obtained 
for the runtimes required by the non-spline interpolation 
based function (dwns) as compared to those when spline 
interpolations were used, under similar accuracy-related 
performances and shapes of waveforms corresponding to 
the decomposition vectors. Moreover, the runtime re-
quired by dwns is only approximately 30% higher than 
then that required by dwm, which is interpolation free. 
This makes dwns a better option for analysis when the 
nature of the analyzed regime cannot be defined with cer-
titude as perfect stationary. 

For decompositions of single phase quantities, the hori-
zontal and interleaved schematics implemented under the 
form of multithreading techniques provide runtime sav-
ings of around 20%, decreasing with the filter’s length. 
The number of calculation points is crucial for multi-

threading efficiency – too few calculation points result in 
the depreciation of this parameter, because the overhead 
associated to the implementation of multithreading be-
comes too high relative to the runtime saving offered by 
multithreading. For re-composition none of the multi-
threading techniques used with success for decomposition 
could reduce the runtime. It means that the algorithm itself 
has a great influence over the multithreading efficiency. 

Our original vertical multi-threading implementation of 
the DWT decomposition for the first 2 levels when the 
interpolations-free function (dwm) is used exhibits run-
time savings of 45% as compared to the classic mono-
threading implementation. 
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