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Professor Aurel CAMPEANU at his 80th anniversary 
 
 

Professor Aurel Câmpeanu was born on the 6-th of August 1935, in Calafat town, Dolj County. He followed 
secondary-school classes at « Nicolae Bălcescu » Popular College in Craiova, which graduated with 
praiseworthy diploma in 1953. In 1953 he was admitted without exam at the Faculty of Electrotechnics of the 
Institute of Electrical Machines and Apparatus in Craiova. In 1958 he graduated the Faculty of Electrotechnics in 

Craiova as part of the Polytechnic Institute from Bucharest, obtaining 
engineer diploma. 

He started his professional activity as an electrotechnical engineer in 
the Central Laboratory of Electroputere Factory in Craiova (1958 – 1963). 
In 1963 he occupied the position of university assistant and then lecturer 
at the Department of Electrical Machines in the framework of the Faculty 
of Electrotechnics of the Polytechnical Institute of Timişoara where he 
collaborated with Academician Professor Toma DORDEA. In 1969 he 
presented his thesis for a doctor’s degree entitled « Study of two 
mechanically coupled synchronous machines, connected to a common 
network », under the guidance of Academician Toma DORDEA, 
obtaining PhD title. 

Since 1970 he has been going on his higher education and research 
activity in the framework of the University of Craiova, Faculty of 
Electrotechnics, where he occupied successively positions from lecturer 
to full professor. Since 2005 he is honorary professor in the framework of 
the Faculty of Electrical Engineering. 

 
Testing engineer in Electroputere Factories – Central Laboratory. 
In this quality he had the following contributions: 
- he carried out Testing Method  in heating for transformers with three windings of high power and unequal, 

which made dispatch possible, with important economic consequences, towards beneficiaries of transformers 
rated at 5/3/2 MVA (for India) and 40/30/30 MVA (for Poland); that method was acknowledged as an invention; 

- he established a method of recoverable test for synchronous machines rated at powers which sensitively 
exceed the power of the testing stands. That made possible the industrial test, including in heating and avoiding, 
on this basis, the operation problems. That method was acknowledged as an invention and included in the IEC- 
60034-2 Standard elaborated by the International Electrotechnical Commission, regarding tests of electrical 
machines; 

- he directly participated in homologating all the machines and transformers which were to be manufactured, 
including the motors and generators of the first generation of electrical diesel railway engines. 
 

Teacher at the Polytechnic Institute in Timişoara. 
This period is fundamentally marked by the presence of Academician Toma Dordea. The first meeting had 

taken place, without professor’s knowledge, in the third year of studies, when Academician Toma Dordea came 
to Craiova as a President of the State Exam. He frequently expressed his gratitude to Professor’s essential 
contribution in his professional formation as well as in a larger context. 

Beside the current academic activity as an assistant and lecturer and the participation in research projects with 
Electromotor Factory Timişoara: 

- he worked for elaborating, under Professor’s coordination, the doctorate thesis “Study of two mechanically 
coupled synchronous machines, connected to a common network ”, original research, which carried out 
theoretical bases of a particular operation regime of synchronous machine and which had as a final purpose the 
method acknowledged as an invention and tested in Electroputere Factory; 

- the publication activity and participating at conferences became a major preoccupation. 
 

Teacher at the University of Craiova 
He followed all the university stages of lecturer and professor, the disciplines taught being those afferent to 

electrical machines; he was head of department, pro-rector and dean. Professor Campeanu considers student as a 
close partner, that any failure must be equally assumed by teacher, too, which cannot be a simple provider of 
professional information, however high.  

Concomitantly, he persevered in the activity of scientific research, constantly appreciated as being compulsory 
for a professor. His research activity has materialized in: 

- over 200 scientific papers published in the most prestigious Romanian reviews (“Revue roumaine des 
sciences techniques – Série Electrotechnique et Energétique”) and international reviews (“Electrical 
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Engineering-AfE”) or in outstanding international conferences ICEM (Vilamoura, Marseille, Rome, Helsinki), 
ELECTROMOTION (Patras, Bologna, Bodrum, Marrakesh, Lausanne, Lille) PEMC (Varsaw, Budapest), 
SPEEDAM (Capri, Ischia), EUROCON (Varsaw) IPEMC (Shanghai), IEMDC (Antalya) OPTIM (Braşov), 
AECE (Bucharest), ICED (Rome, Helsinki) PCIM (Nuremberg) EDPE (Dubrovnic) ACEMP (Kusadasi) etc. 

- 13 books; among them, “Electrical machines. Basic problems, special and of optimal operation” was awarded 
the “Traian Vuia Prize” of the Romanian Academy; two books which approach present problems regarding 
modelling and simulation of alternating current machines published in the Academy Publishing House are 
appreciated by Academician Toma Dordea as publications elaborated at a high scientific level which surely 
satisfy the necessity of perfecting specialists which work in the area of electrical machines design and 
performant electrical drives, university teaching staff, master students and trainers for a doctor’s degree; 

- research contracts, being Director of Grant with World Bank and Director of Tempus I, II Programs; these 
referred to perfecting and modernizing through advanced studies and doctorate at the Faculty of 
Electromechanics of the University of Craiova; all the teaching staff got mobilities in university centres in 
France, Belgium, Spain, Italy and all the laboratories of the faculty were modernized etc. 

The favourite research area of Professor Aurel Câmpeanu has been connected with dynamic regimes of 
electrical machines, with an original approach, activity materialized in papers and books acknowledged in our 
country and abroad. Among the original contributions of Professor Profesorului Aurel Câmpeanu we can 
mention: 

1. Elaborating the theory of a general method of testing in heating for transformers with three windings of 
high power and unequal; 

2. Elaborating the generalized unitary theory of dynamic mathematical models of induction machine  
using representative vectors; 

3. Elaborating the unitary theory of dynamic mathematical models of synchronous machine considering 
saturation and magnetic asymmetry; 

 
Acknowledgements of scientific activity in our country and abroad. 
Here are a few reference points of professional and scientific acknowledgement of Professor Aurel Câmpeanu: 
- Permanent expert from Romania at International Electrotechnical Comitee IEC-WG 28 (present at meetings 

in Madrid, Toronto, Paris, Montréal, Zurich, Berlin, St. Petersburg, Helsinki, Heidelberg, Brno, Milano, London 
etc.) ; 

- “Traian Vuia Prize” of the Romanian Academy (1991); 
- Titular member of the Academy of Technical Sciences of Romania. Vice-president of the section 

Electrotechnics - Energetics, President of ASTR – territorial branch of Craiova; 
- Doctor-Honoris Causa of the Technical University of Moldova- Chişinău, North University of Baia Mare, 

“Gh. Asachi” Technical University - Iaşi, “Stefan cel Mare” University - Suceava, “Eftimie Murgu” University - 
Reşiţa; 

- Invited Professor with papers to universities from abroad (France, Belgium, Spain, Switzerland, Canada); 
- Invited Professor to the International Conference of European Universities, CESAER, (Belgium) with the 

theme “Transfer of technology from universities towards industry”; 
- Honour Distinction of the Senate of the Technical University of Cluj - Napoca; 
- Diploma of Honoured Emeritus Professor of the University of Craiova; 

 
This is the survey of an activity devoted to professional and responsible formation of over 50 generations of 

engineers, from among over 45 in the framework of the University of Craiova, in general to scientific 
knowledge. 
 
 
 
 Prof.dr.ing. Ioan C. POPA 
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Professor Grigore CIVIDJIAN at his 80th anniversary 
 
 

Professor Grigore A. Cividjian was born in Chişinău (Republic of Moldova) on 12 January 1936. Hi followed 
the National College Carol I in Craiova between the years 1946 and 1953, when the name of this famous school 
was Popular College « Nicolae Bălcescu ». He graduated from the Craiova Institute of Electrical Machines and 
Apparatus in 1958 and sustained his graduated work in Polytechnic Institute of Bucharest in the summer of 

1963, obtaining the engineer diploma in electrical machines and 
apparatus. In 1966 he began the doctoral study in theoretical electricity at 
Gh. Asachi Polytechnic Institute of Iassy with Professor dr. doc. ing. 
Gheorghe VASILIU, considered worthy successor of illustrious Dragomir 
Hurmuzescu and Ştefan Procopiu and also the mathematical study at 
University of Craiova. He sustained the thesis entitled “Contributions to 
the optimization of the parameters of shading coils from the 
electromagnets of control apparatus” and obtained his doctor (PhD) 
diploma in theoretical electricity in Polytechnic Institute of Iassy in 1970. 
In the next year he graduated from the University of Craiova with license 
in mathematics.  

He began his activity as worker in local industry enterprise ILMET 
Craiova in 1958 in the metrological verification of high pressure 
mechanical installations, measuring instruments and electrical elevators 
and from May 1960 he is electrical installations designer in project 
institute DSAPC Craiova. 

 
In September 1967 he was transferred as assistant in the new opened University of Craiova, in 1969 is 

promoted as lecturer and from 1977 he won a contest for associated professor of Electrical Apparatus.  
In 1972 he made a 1 month formation stage in Bucharest Polytechnic Institute in modeling the electric and 

magnetic fields and in 1973 a 3 month formation stage in switching arc phenomena in the Sankt Petersburg 
Polytechnic institute. 

  In 1990 as result of contest he become university professor and PhD supervisor.   În 1997 he is awared with 
the title of professor emeritus of the Crayova University. 

From 2006 he is consulting professor, associated to the Electrical Engineering faculty and director of the 
IEETE research center.  

 
Prof. G. A, Cividjian was head of the department of Electrical Apparatus between 1990 and 2004 and along 

the years gave the following courses: Electrical apparatus (equipment), Statistical models and reliability (both in  
Romanian and French), Computer aided design of electrical apparatus, Special problems of electrical apparatus- 
switching in vacuum and SF6, Electro-physical devices (in Romanian and French). However his courses were at 
a high scientific level, sometimes difficult to understand, he was very appreciated by the students, being very 
close to them. 

As invited professor he gave some lectures in the University of Perugia (Italy, 1999) and in Technical 
University of Sofia (Bulgaria, 2001). He participated with contributions at international doctoral schools as 
Budva (Serbia and Montenegro, 2004), Ohrid (Macedonia, 2005), Nis, CEMBEF (Serbia. 2009). 

He made short documentation visits in several universities as Lancashire from Preston (GB), TEI Patras (GR), 
Bochum (D), University of Toulouse (F) by program Tempus, INSA Lyon (F) by program Erasmus, University 
of Sherbrooke, Ecole Polytechnique de Montréal, Ecole de Technologie Supérieure (Canada), University of Nis 
(YU), Technical University of Brno (CZ), University of Delft (NL). 

 
The research was and is his permanent activity, materialized in large part with solutions for practical problems 

occurring in industry or research institutions. From 2001 prof. G. A. Cividjian is the director of the Research 
Center for Electrical Energy Engineering and Ecological Technology (IEETE) of University of Craiova. His 
research activity can be summarized as follows:.  

146 published research papers in national and international revues as “Rev. Roum. Sci. Tech. Electrotechnique 
et Energetique », « Electrotehnica, » « Studii si cercetari ale Academiei – Fizica si Stiinte Tehnice, » and  
« Archiv für elektrotechnik », « Elektrotehnika »,  « Izv. VUZ - Elektromehanika », « Elektrichestvo », “IEEE 
Transactions on Magnetics”, “Compel”,  “Serbian Journal of Electrical Engineering”, “Electrical Engineering 
(Pl)”, or in proceedings of international conferences as “Modelling, Simulation & Control, A, AMSE Press”, 
“Accelerators'92, Seventh Conference on Applied Accelerators, St. Petersburg, 16-18 June, 1992,  “Seventh Int. 
Conf. on Switching Arc Phenomena, SAP' 93”, “The 5-th International Conference on Electrical Fuses and their 
Applications, ICEFA'95, 25th - 27th Sept., 1995, VDE Verlag, Technical University Ilmenau, Germany”, “7-th 
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International IGTE Symposium on Numerical Field Calculation in Electrical Engineering, Proceedings, p. 1,  
Graz, Austria, Sept. 23-25, 1996”, “Numelec' 97, Seconde Conférence Européenne sur les Méthodes 
Numériques en Electromagnétisme,  19-21 mars, 1997, Ecole Centrale de Lyon, France”, “International 
Symposium on Short-circuit currents in Power systems, Brussels (Belgium), 8-10 October, 1998”, Symposium 
on Physics of Switching Arc, TU Brno (Czech Rep.),1994 – 2005. 
Researcherid h-index = 4. 
 

Prof. G. A. Cividjian is the author of the textbooks “Aparate electrice, Reprografia Universitatii din Craiova, 
1970, 1972”, « Aparate electrice – Izolatie si arc, 1996” and the first author of the textbook , “Modèles 
statistiques et fiabilité, Université de Craiova, 2003”.  He contributed as coauthor at two monographs on 
electrical technologies (coordinated by F. T. Tanasescu e. a.) published in Romanian Editura Academiei (2002) 
si Editura AGIR (2011) with the chapters on Magnetic separation (I. Bahrin, G. Cividjian), pp. 346-392 and 
respectively   Acoustic emission (N. Cividjian, G, Cividjian) pp. 549-598 and also at the proceeding of selected 
papers edited by S. Wiak and E. Napieralska-Juszak: Computer field models of electromagnetic devices, IOS 
press, Amsterdam, Berlin, Oxford, Tokyo, Washington DC, 2010, 935 p.:with Exact expression of corner 
reluctances in a magnetic circuit of rectangular section, (E. Matagne, G. A. Cividjian and Virginie Kluyskens), 
pp.134-142; 

- He coordinated also 37 scientific research projects and is co-author of 3 invention brevets. 
The main research directions of his activity are the modeling of electric and physical phenomena and 

processes, the optimization of electrical equipment and statistical models in engineering. Between his original 
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Abstract - It is shown in this paper that the Conservative 
Power Theory (CPT) describes power properties of 
electrical circuits in a way which has a strong analogy to this 
description in terms of Budeanu’s power theory which 
misinterprets the power phenomena in such circuits. Also, 
similarly as Budeanu’s power theory, the CPT does not 
create right fundamentals for the power factor 
improvement by reactive compensation. Moreover, 
Budeanu’s power theory is no less “conservative” than the 
Conservative Power Theory, thus both theories can be 
referred to as conservative ones. 

Keywords: power definitions, reactive current, reactive power, 
distortion power, Currents’ Physical Components, CPC. 

I. INTRODUCTION 
The first power theory of electrical systems with 

nonsinusoidal voltages and currents was suggested [3] by 
Budeanu in 1927. It was a response to Steinmetz 
experiment performed in 1892, which challenged the 
concept of the reactive power [1]. The Conservative 
Power Theory (CPT), presented in [15] by Tenit and his 
co-workers in 2003, seems to be the latest attempt aimed 
at developing such a theory. Comparison of these two 
power theories is just the subject of this paper. 

The power theory of electrical systems is focused on 
two questions that are fundamental for the electrical 
engineering: (i) why can the apparent power S be higher 
than the active power P and (ii) how can this difference 
be reduced? The first question is cognitive in its nature, 
the second question is practical. 

The period of 76 years which separates these two 
concepts of the power theory was filled with numerous 
attempts, com-piled in [22], aimed at providing answers to 
these two questions. In effect of these attempts the 
difference between the apparent and the active powers, S 
and P, can be now explained in terms of power related 
phenomena in electrical loads. Fundamentals of 
compensation, i.e., reduction of the difference between 
these two powers, in the presence of distortion and 
asymmetry were developed as well. Development of the 
Currents’ Physical Components (CPC) – based power 
theory [9, 16] was crucial for the present state of the 
knowledge on the power properties of systems with 
nonsinusoidal and asymmetrical voltages and currents and 
on compensation in such systems.  

The CPC – based power theory was developed in the 
frequency-domain, i.e., using the concept of harmonics. In 
this respect the development of the CPC-based theory has 
followed Budeanu’s frequency-domain approach.  

The Conservative Power Theory (CPT) has occurred 
after the development of the CPC – based power theory 
was almost completed. It seems that development of the 
CPT was motivated by an old postulate formulated by 
Fryze [4] in 1931, that the power theory should be 
formulated in the time-domain, i.e., without any use of the 
concept of harmonics and such a theory should be based 
on the load current decomposition into orthogonal 
components. 

The CPT satisfies Fryze’s postulates, nonetheless, it 
describes the power properties of electrical loads in a way, 
which has a strong analogy to description of these 
properties in terms of Budeanu’s power theory. 
Unfortunately, as it was demonstrated in papers [11, 12], 
Budeanu’s power theory misinterprets power phenomena 
in electrical circuits and it does not provide any 
fundamentals for their compensation. As it will be shown 
in this paper the same applies to the CPT. 

Development of the CPT started in 2003 in paper [15], 
where mathematical fundamentals of the CPT for single-
phase systems were presented with an extension to poly-
phase networks. Later the CPT was focused mainly on 
three-phase systems [17, 19, 20]. It disseminates in 
electrical engineering and provides CPT – based 
interpretations of the power related phenomena in 
electrical systems and fundamentals for their 
compensation. Unfortunately, as it will be shown in this 
paper, the power quantities and the load current 
components introduced by the CPT are not associated 
with physical phenomena in the load. It applies first of all 
to the quantity called in the CPT the “reactive energy” W. 
The same applies to the reactive and void currents as well 
to the unbalanced current. These new quantities defined in 
the CPT can con-tribute to major misinterpretations of 
power phenomena and to erroneous conclusions as to 
methods of reactive compensators design.  

The power theory of single-phase systems with 
nonsinusoidal voltages and currents developed by 
Budeanu, introduced a new definition of the reactive 
power Q, denoted in this paper as QB, and introduced a 
concept of the distortion power DB to the power theory. 
This theory has gained almost common acceptance [10] in 
the electrical engineering community and was supported 
by some standards, such as [8], [13] or [14]. In 1987 it 
was challenged in [11], where it was demonstrated that the 
reactive power QB as defined by Budeanu is not associated 
with the energy oscillation between the load and the 
supply source. Moreover, it was demonstrated that the 
distortion power DB is not associated with the mutual 
distortion of the load voltage and current. It was also 
demonstrated that there is no relation between the power 
factor improvement and reduction of the reactive power 
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QB. Consequently, Budeanu’s power theory had to be 
abandoned for other concepts. It also disappeared from the 
IEEE 1459 Standard [18].  

The CPT, although formulated mathematically in a 
substantially different way than Budeanu’s power theory, 
shares with that theory the same incapability for 
explanation of the power related phenomena in electrical 
systems and the same incapability for providing right 
fundamentals for compensation. In fact, some conclusions 
of the CPT, formulated in the time-domain, are identical 
to those of Budeanu’s theory, formulated in the frequency-
domain. Moreover, the adjective “conservative”, which is 
pivotal for the CPT to such a degree, that it is used in its 
name, can be applied in the same sense to Budeanu’s 
reactive power QB, which does not have any physical 
interpretation and any practical application. In both cases 
conservativeness has nothing in common [20] with the 
Law of Conservation of Energy (LCE). The conservation 
property of the “reactive energy” W in the CPT and the 
reactive power QB in Budeanu’s power theory has only 
mathematical, but not physical fundamentals.  

Conclusions on interpretations of very confusing power 
properties, drawn from studies of real and complex 
systems, where various phenomena are superimposed, 
might not be credible. These studies should be done on 
systems, where the number of different power related 
phenomena is reduced as much as possible. It means that 
to be valid and credible in poly-phase systems with a full 
complexity, these interpretations, definitions and 
conclusions have to be credible when applied to single-
phase and even to purely reactive systems. A statement to 
be valid in the whole set of power systems has to be valid 
in every sub-set of such systems. Single-phase and purely 
reactive loads are just sub-sets of the set of three-phase 
loads. Therefore, to obtain credible conclusions, this paper 
investigates how the CPT interprets the power related 
phenomena in such, strongly simplified systems.  

II. “REACTIVE ENERGY” W 
The reactive current in the CPT is defined as  

 )()( 2

df

rT tu
u
Wti  (1) 

where 

 
T

dttitu
T

iuW
0

dfdf
)()(1),(  (2) 

denotes “a reactive energy” as defined in the CPT. 
Symbol (x,y) denotes the scalar product of periodic 
quantities x(t) and y(t); symbol ||x|| denotes the rms value 
of x(t), while symbol u  denotes the unbiased voltage 
integral: 

 
t T t

dtdu
T

dutu
0 0 0

])([1)()( . (3) 

The name of quantity W “a reactive energy” is written in 
quotation marks because the quantity W for a capacitor is 
negative, while energy cannot be negative. Any quantity, 
even with the energy dimension, that can be negative 
cannot be regarded as “energy”. Index “T” in the 

definition (1) was used in this paper to differentiate the 
reactive current as defined in the CPT from the reactive 
currents defined in other power theories. 

A new concept of the reactive current irT(t), introduced 
by the CPT as defined by (1), has the physical 
interpretation entirely founded on the physical 
interpretation of the “reactive energy” W. Thus, what the 
“reactive energy” is?  

This term does not exist in the first papers on the CPT, 
meaning in [15] and [17]. Its mathematical definition was 
provided without any physical interpretation. Its 
interpretation can be found in [20], namely  

“…the reactive energy accounts for inductive and 
capacitive energy stored in the load circuit.” 

To verify this interpretation of the “reactive energy”, let us 
calculate the energy E stored in an ideal LC load, shown 
in Fig. 1, supplied with a sinusoidal voltage 

 .cos2)( 1tUtu  

The energy stored in such a reactive load is 

.cossin)(
2
1)(

2
1 222

2

2
22 tCUt

L
UtCutLiE L  (4) 

Now, let us calculate the “reactive energy” W of the same 
reactive load. The unbiased voltage integral is equal to 

 tUtu sin2)(  (5) 

thus the “reactive energy” W of such a reactive load is 
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This is not the energy E stored, as specified by (4), in the 
LC load, shown in Fig. 1. Thus the interpretation of the 
“reactive energy” W, as presented in [20], is not right. It is 
even more visible at a resonance in that load, when 1/ L = 

C. At such a condition, the “reactive energy” W is zero, 
while the energy stored in the load is 

 .1)cossin1( 2
2

22
2

U
L

tCt
L

UE  (7) 

Doubts about whether the opinion expressed in [20] is 
right can be strengthened by results of analysis of a purely 
resistive circuit with a TRIAC, shown in Fig. 2. 

At sinusoidal supply voltage 

 tUtu 1sin2)(  

the load current at the TRIAC firing angle  has the 
waveform as shown in Fig. 3. 

 
Fig. 1.  Ideal reactive load. 
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Fig. 2. Resistive load with periodic switch. 

 

 
Fig. 3. Voltage, current and the current fundamental harmonic i1 

waveforms in resistive circuit with TRIAC. 

The load current in such a circuit can be decomposed into 
harmonics 

 
2

1
1

)()()()(
k

n
k

n titititi  (8) 

with the current fundamental harmonic 

 )sin(2)( 1111 tIti  (9) 

i.e., shifted with respect to the voltage as shown in Fig. 3. 
The unbiased integral of the supply voltage is 

 tUtu 1cos2)(  (10) 

and consequently, the “reactive energy” W is equal to 

 

.sin)()(1
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Thus, loads without any capability of energy storage could 
have a “reactive energy” W. This confirms the previous 
conclusion that the “reactive energy” W is not associated 
with the phenomenon of energy storage.  

The “reactive energy” W was defined originally by (2) 
in the time-domain. In such a way the CPT follows 
Fryze’s concept [4] of defining power quantities without 
any use of harmonics. This confines insight into the 
meaning of this quantity, however.  

Thus, let us express the “reactive energy” W of a purely 
reactive load in the frequency-domain, assuming that the 
supply voltage is nonsinusoidal and composed of 
harmonics of the order n from a set N, namely, that it is 
equal to 

 
Nn Nn

nn tnUtutu .cos2)()( 1  (12) 

The unbiased integral of such a voltage is 

 
Nn

n

Nn
n tn

n
Ututu .sin2)()( 1
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 (13) 

A purely reactive load has the admittance for harmonic 
frequency of the nth order harmonic equal to 

 nnnn jBjBGY  

i.e., with 0nG . If for the nth order harmonic the load is 
inductive, then Bn < 0 and 

 tnUBti nnn 1sin2)( . 

If for such a harmonic the load is capacitive, i.e., Bn > 0, 
then 

 tnUBti nnn 1sin2)( . 

Therefore, the current of a purely reactive load can be 
expressed in the form 

 
Nn Nn

nnnn tnUBBtiti .sin}sgn{2)()( 1  (14) 

The “reactive energy” W of such a reactive LC load is 

 
1

2
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n
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nn

Nn
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Nn
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Individual terms Wn of this sum can be, depending on 
the sign of the load susceptance Bn, positive or negative, 
thus they can cancel mutually. This mutual cancelation of 
the harmonic “reactive energies” Wn resembles mutual 
cancellation of harmonic reactive powers Qn in Budeanu’s 
definition [3] of the reactive power QB. 

 .sinB
Nn

n
Nn

nnn QIUQ  (16) 

This mutual cancellation was of one of the major 
deficiencies of Budeanu’s reactive power [11, 12] 
definition, for which it was eventually abandoned in the 
power theory. 

Formula (15) for the “reactive energy” W has a strong 
analogy with definition of the reactive power QB. This is 
particularly visible if (16) is rearranged for reactive loads 
to the form. 

 
Nn

nnn
Nn

nnn UBBIUQ 2
B }sgn{sin  (17) 

Individual terms in Budeanu’s definition of the reactive 
power QB stand for the amplitude of the energy oscillation 
at the frequency of individual harmonics, since the 
bidirectional component of the instantaneous power p(t) of 
the nth order harmonic is equal to 

 .2sin2sinsin~
11 tnQtnIUp nnnnn  (18) 

The sum (16) of these amplitudes Qn, i.e., Budeanu’s 
reactive power QB, does not specify, as shown in [11], any 
physical phenomenon in the circuit, however. 

Thus the “reactive energy” W, when expressed in the 
frequency-domain, look a lot like the reactive power 
suggested at the beginning of the power theory 
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development. In particular, it occurs to be almost identical 
with the reactive power QI defined in 1925 [2] by Illovici.  

Namely, according to Illovici, the reactive power 
should be defined as the quantity measured by a wattmeter 
with the resistor in the voltage branch replaced by an 
inductor L.  

Such a device, assuming that it is ideal and lossless, 
measures the quantity 

 
Nn

nnn IU
n

Q sin1
I  (19) 

According to Illovici, just this is one of the quantities that 
should be regarded as the reactive power at nonsinusoidal 
supply voltage. 

Assuming that the voltage branch is lossless, then at 
terminals of a purely reactive LC load such an instrument 
measures the quantity 

 W
n

UBBIU
n

Q
Nn

n
nn

Nn
nnn 1

2

I }sgn{sin1   (20) 

Thus, Illovici’s reactive power QI and the “reactive 
energy” W differ mutually only by the dimensional 
coefficient 1. Consequently, there is no physical 
phenomenon in the load that could be characterized by the 
quantity W, called in the CPT “a reactive energy”. 

III. CONSERVABILITY OF  “REACTIVE ENERGY” W 
The “reactive energy” W satisfies the Conservative 

Property. It means that in any circuit confined by a sphere 
with zero energy transfer and composed of K branches, as 
shown in Fig. 4, 

 
Fig. 4. Circuit with K  branches. 

the sum of “reactive energies” of individual branches Wk 
is equal to zero, i.e., 

 0)()(1
10 1
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k
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T K

k
kk Wdttitu

T
 (21) 

This is a very important property. It enables balancing the 
“reactive energies” and verification of its calculation. 
Also, if a quantity satisfies the conservative property, this 
might indicate that this quantity has a physical nature. 
Such argument was sometimes used in discussions on the 
physical nature of Budeanu’s reactive power. It also 
satisfies the conservative property, i.e., 

 0sin
1

B
1
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k
k

K

k Nn
knknkn QdtIU  (22) 

The conservative property can be an outcome of one of 
two more fundamental principles. One of them is the Law 

of Conservation of Energy (LCE). The second principle is 
the Tellegen Theorem [5]. According to the LCE, if in any 
circuit confined by a sphere with zero energy transfer and 
composed of K branches, and if energy Ek is transferred to 
the k-branch, then 

 Const.
1

K

k
kE  (23) 

Since the instantaneous power of the k-branch is 

 )(tp
dt

dE
k

k  (24) 

thus the conservative property of the instantaneous power 

 0)(
11
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k
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is a direct conclusion from the Law of Conservation of 
Energy.  

As emphasized in [15], the conservative property of the 
“reactive energy” W, with the importance of this property 
reflected in the name of the Conservative Power Theory, 
is a conclusion from the Tellegen Theorem.  

This Theorem, concluded by Tellegen from Kirchoff 
Laws in [5], seems to be not commonly known because it 
was developed not long ago. Since it is crucial for this 
discussion on the conservative property of the “reactive 
energy” W, its meaning is explained below. 

According to this Theorem, if we have two circuits of 
the identical topologies, as shown in Fig. 5, 

 
Fig. 5. Two circuits with identical topology. 

then the sum of voltage-currents products over all K 
branches with voltages taken from the circuit in Fig. 5(a) 
and the currents taken from the circuit in Fig. 5(b) is equal 
to zero, i.e., 

 0)()(
1

ba
K

k
kk titu  (26) 

The voltage-current products in (26) do no not stand for 
any physical quantity, however, because voltages are 
taken from one circuit while the currents are taken from 
the other one. Nonetheless, such non-physical products 
have the conservative property. This property is also valid 
for any integral operations performed on voltages and 
currents in these two circuits. Therefore, assuming that 

 )()(),()( ba tititutu kkkk  (27) 

from the Tellegen Theorem (26) we obtain 
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and hence 
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It means that the conservative property of the reactive 
energy W does not strengthen arguments for its physical 
nature. This has a strong analogy with the conservative 
property of the reactive power as defined by Budeanu.  

Budeanu’s reactive power QB can be expressed as 
demonstrated in [7] 
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where 

 dt
t

iti )(1PV)}({H  (31) 

is the Hilbert Transform of the load current i(t). Symbol 
PV denotes the principal value of the integral.  

Assuming that in circuits in Fig. 5(a) and (b) 

 )}({H)(),()( ba tititutu kkkk  (32) 

then from Tellegen Theorem 
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The conservative property of Budeanu’s reactive power 
QB is not a consequence of the LCE, i.e., a physical 
principle, but only the Tellegen Theorem, which is a sort 
of mathematical, but not a physical property of electrical 
systems. Consequently, the CPT is no more conservative 
than Budeanu’s power theory. From the fact, that the 
“reactive energy” W has a conservative property, we 
should not draw the conclusion that it is a physical 
quantity. The same was with Budeanu’s reactive power 
QB. 

IV. THE REACTIVE CURRENT )(rT ti  

The previous section has demonstrated that the physical 
interpretation of reactive current )(rT ti  in the CPT cannot 
be founded on the “reactive energy”, since it does not 
have such interpretation. Thus, what the reactive current 

)(rT ti  is? 
Definition (1) of this current shows that it can be 

regarded as a current of an ideal inductor, since 

 )(1)()( 2rT tu
L

tu
u
Wti

e

 (35) 

where 

 
W
u

Le

2

. (36) 

It means that with respect to the “reactive energy” W at 
the supply voltage u(t), the purely reactive load is 
equivalent to an inductor of inductance Le. Such an 
inductor draws the current )(rT ti  from the supply source. 

Since the physical meaning of the “reactive energy” W 
in the CPT is not clear, not clear is also the physical 
meaning of the reactive current )(rT ti . Its meaning can be 
clarified using the Currents’ Physical Components (CPC) 
power theory [16]. Namely, at the supply voltage 
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the reactive current defined in the CPT is 
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1
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This is not the reactive current as defined by Shepherd and 
Zakikhani [6], namely the current 
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meaning, the current which occurs in the supply lines due 
to a phase-shift between the voltage and current 
harmonics. The current )(rT ti is only a part of that reactive 
current )(r ti .  

According to the CPT the reactive current )(rT ti  can be 
compensated entirely by a capacitor connected as shown 
in Fig. 6. 

The “reactive energy” of the capacitor is 

   .),( 222

1

1 uCUCU
n

CniuW
Nn

nn
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CC   (40) 

Thus a shunt capacitor of capacitance 

 2u
WC  (41) 

compensates the “reactive energy” W entirely. It changes 
the CPT reactive current )(rT ti  to   

 
Fig. 6. RL load with a capacitor which compensates               

the “reactive energy” W. 
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Fig. 7. Change of inductor and capacitor susceptance with 

harmonic order. 
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The susceptance of the capacitor C changes with the 
harmonic order in a different way than the susceptance of 
the equivalent inductance Le, as shown in Fig. 7, however. 

Thus, reduction of the reactive current )(rT ti  does not 
result from (42), but from reduction of the “reactive 
energy” W to zero and an increase of the equivalent 
inductance Le to infinity. The true reactive current )(r ti , 
as defined by (39), is not compensated, however. The CPT 
ignores the fact that the compensating capacitor can affect 
also the void current. 

V. THE VOID CURRENT )(V ti  

The load current according to the CPT is composed of 
the active, reactive and the void currents 

 )()()()( VrTa titititi  (43) 

where the void current is defined as 

 )]()([)()( rTaV titititi .  (44) 

The void current )(V ti , as defined by (29), is not 
expressed in terms of voltage and the load parameters, 
which are specified in the frequency-domain, however, 
but in the time-domain. The physical meaning of this 
current is not clear. This meaning can be clarified in the 
frequency-domain, with the CPC–based power theory. 

Since the active current )(a ti  is equal to   
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while the reactive current irT(t) is given by (38), thus the 
void current can be expressed as 
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This formula shows that the void current is in fact a 
compound quantity. It contains in-phase component 
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revealed [9] in CPC and called scattered current. It 
contains also a quadrature component, i.e., composed of 
current harmonics shifted by /2 with respect to the 
voltage harmonics 
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Thus, 

 )()()( vrsv tititi . (49) 

The quadrature component of the void current has the rms 
value 
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When a capacitor is connected as shown in Fig. 6 to 
compensate the “reactive energy” W, then the supply 
current does not contain the reactive current irT(t). The 
quadrature component of the void current changes to 
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Its rms value changes to 
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Thus capacitive compensation of the reactive current irT(t) 
changes the void current rms value. Moreover, this change 
increases with the harmonic order n. Thus, compensation 
of the reactive current irT(t) cannot be separated from its 
effect on the void current ivr(t) rms value increase. This is 
illustrated numerically on an example of effects of 
compensation of the “reactive energy” W of RL load 
shown in Fig. 8. To have these effects clearly visible, it 
was assumed that the fifth order harmonic of the supply 
voltage has the rms value U5 equal to the fundamental 
harmonic rms value U1. It is, of course, unrealistically 
strong distortion, but we could expect that conclusions of 
the CPT are valid irrespective of the level of the supply 
voltage distortion. 

At the supply voltage harmonics complex rms (crms) 
values 

V 2100    V, 100
o0

51 ue jUU  

the crms values of the load current harmonics are 

 A 4.73   A, 9.19   A, 7.70
o79

5
o45

1 iee jj II  

so that, assuming that the supply voltage frequency is 
normalized to 1 = 1 rad/s, the “reactive energy”, is 

 J. 10538.0)(Re 4

5,1

*

1n
nn

n

jn
W UYU  

Capacitance of a shunt capacitor for the “reactive energy” 
W of the load compensation is equal to 

F 269.02u
WC . 
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Fig. 8. Results of compensation of the “reactive energy” W of RL 

load. 

The capacitor compensates the “reactive energy” W of 
the load, but it changes the crms values of the supply 
current harmonics to 

A 8.127'  A, 3.115'  A, 1.55'
oo 0.88

5
8.24

1 iee jj II  

The results of compensation of this “energy” are shown 
in Fig. 8. 

The “reactive energy” W of the compensated load is 
zero, but the compensator increases the void current rms 
value. Consequently, instead of improving the power 
factor, it was worsened. 

VI. DISTORTION POWER 
According to the CPT, the load current of a purely 

reactive single-phase LC load is composed only of the 
reactive )(rT ti  current and the void )(v ti  current. 

 )()()( vrT tititi  (53) 

The supply current of a purely reactive load contains 
neither the active current, as defined in Fryze’s power 
theory [4], nor the scattered current, as defined in the 
CPC–based power theory [9, 16]. 

The reactive and void currents are mutually orthogonal, 
so that their rms values satisfy the relationship 

 2
v

2
rT

2 iii . (54) 

Multiplying this formula by the square of the supply 
voltage rms value ||u||, the power equation of reactive 
loads is obtained. It has the form 

 2
T

2
T

2 DQS . (55) 

According to [20], the quantity 

 uiD vT  (56) 

is a distortion power of the load. In some papers on the 
CPT, such as [17], this quantity is called a void power.  

The concept of a distortion power occurred for the first 
time in Budeanu’s power theory. It was defined as 

 2
B

22
df

B QPSD . (57) 

Indices T and B were used in (55 – 57) to distinguish 
distortion powers in Budeanu’s and in the CPT power 
theories. Despite having the same name, these are two 
different quantities.  

Distortion power DB is interpreted as a measure of the 
effect of the voltage and current mutual distortion on the 
apparent power S of the load. This interpretation was 
challenged in [11, 12], where it was demonstrated that 

such interpretation was not right. There is no relation 
between distortion power DB and the voltage and current 
mutual distortion.  

Let us check whether distortion power DT defined in the 
CPT is related to the load voltage and current mutual 
distortion. This is done below with a numerical analysis of 
a purely reactive load shown in Fig. 9 

 
Fig. 9. Circuit with reactive load. 

supplied with the voltage: 

 V,)3sin30sin100(2)( 11 tttu  1 = 1 rad/s. 

The admittances of such a load for the voltage harmonics 
are Y1 = –j1/2 S and Y3 = j1/2 S. The “reactive energy” W 
of such load is equal to 

 
}3,1{ 1

2

}sgn{
n

n
nn n

UBBW = 4.85 kJ. 

Since 

 
s V  50.100)

3
()()( 2

1

32

1

1

}3,1{

2

1

UU
n
U

u
n

n

 
the rms value of the reactive current irT(t) is 

 A 26.48)(2rT u
W

tu
u
Wi . 

The load current rms value is 

A 20.52)305.0()1005.0()( 22

}3,1{

2

n
nnUYi . 

Since the active current does not exist in this circuit, the 
rms value of the void current is equal to 

 A 90.1926.482.52 222
rT

2
v iii  

so that the distortion power 

 kVA. 08.240.10490.19vT uiD  

The load current is equal to 

).
4

(
2
1      

A )]
4

(3sin15)
4

(sin50[2      

)]
2

3sin(15)
2

sin(50[2)(

11

11

Ttu

TtTt

ttti

 

The load current is only shifted versus the voltage by T/4, 
as shown in Fig. 10. In spite of non-zero distortion power 
DT, the voltage and current are not mutually distorted.  
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Fig. 10. Waveforms of the voltage and current. 

It demonstrates that there is no relation between distortion 
power DT and distortion of the load current with respect to 
the supply voltage. 

This conclusion has a strong analogy to the conclusion 
on the distortion power DB in Budeanu’s power theory. 
Both in the CPT and in Budeanu’s power theory, the name 
“distortion power” of DB and DT quantities suggests a 
relationship between these powers and the voltage and 
current mutual distortion. There is not such a relationship 
between these powers and the voltage and current 
distortion, however. The concept of these powers in both 
cases contributes to misinterpretation of power related 
phenomena in systems with nonsinusoidal voltage. 

VII. CONCLUSIONS 
It was demonstrated in this paper that the Conservative 

Power Theory occurs to be a sort of return to its initial 
phase, to Budeanu concept. Although, unlike Budeanu’s 
power theory, it is formulated in the time-domain and 
generalized to unbalanced three-phase loads, it has all 
deficiencies of Budeanu’s power theory. The CPT follows 
Fryze’s approach to power theory, meaning it is based on 
the current orthogonal decomposition, but repeats some of 
its deficiencies. Namely, just as Fryze’s concept did not 
explain the physical meaning of the reactive current, irF(t), 
the CPT also does not provide physical interpretation of 
the reactive current irT(t), because the “reactive energy” W 
is not a physical quantity. Consequently, the void current 
iv(t) also does not have any physical meaning. It is 
associated in the CPT with distortion power DT, but 
similarly as it was with Budeanu’s distortion power DB, 
there is no relationship between distortion power DT and 
the voltage and current mutual distortion. It means that the 
Conservative Power Theory misinterprets power related 
phenomena in electrical circuits. Moreover, the 
Conservative Power Theory is no more “conservative” 
than Budeanu’s power theory.  

Like Budeanu’s power theory the CPT does not provide 
right fundamentals for reactive compensation, because 
compensation of the reactive current irT(t) as defined in the 
CPT can change the rms value of the void current and 
consequently, its compensation, as shown in this paper, 
can increase the supply current rms value, thus degrade 
the power factor. 
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Abstract - This paper presents a model of a Surface Perma-
nent Magnet Synchronous Motor which can be used in a 
faulty case and a torque ripple control approach developed 
to be applied if the faulty case is detected. Two faulty cases 
are considered for study, the first consider an asymmetry 
between the stator phases of the motor created by unbal-
anced number of turns and the second a short circuit be-
tween the stator windings of the motor. Proposed torque 
ripple control use a phasor approach to provides the current 
reference for stator asymmetry and an injection of an in-
verse current for stator short circuit fault in order to de-
crease the motor torque ripple. The torque control has been 
implemented using a model of surface permanent magnet 
synchronous motor based on the dynamic equations. Simu-
lation and experimental results highlight the link between 
the faulty and the torque ripple and show the possibility to 
decrease in this case the torque ripples by changing a bal-
anced sinusoidal current reference by unbalanced one. In 
practical tests the impact of the unbalanced system of cur-
rents in the torque variation is studied using an analysis of 
vibratory harmonic measured at twice of the supply fre-
quency.  

Keywords: SPMSM, stator fault modeling, torque ripple con-
trol. 

I. INTRODUCTION 

    Surface Permanent Magnet Synchronous Motors 
(SPMSM) are widely used in various applications such 
as airplanes, industry, electric vehicles, etc ... These ma-
chines have multiple advantages like high performance, 
high torque density, robust construction and no use of 
brushes [1,2]. However, torque ripples generated by 
SPMSM and iron losses in the rotor are factors that hin-
der their use and reduce SPMSM efficiency [3-5]. 
    The unbalanced of magnetic field in an electric motor, 
the demagnetization of the rotor, a short circuit between 
turns or rotor eccentricity, leads to increase the torque 
ripple and also the losses [6-8]. In these cases the global 
system reliability can decrease if the control of the cur-
rents is not adjusted for taking into account the motor 
fault [9, 10]. This is true for some specific applications 
such as those related to electric vehicles or aircraft sys-
tems.  
    Reducing torque ripple in a healthy synchronous motor 
has been the subject of several researches and different 
strategies have been proposed. The best known method is 
to control the stator currents to compensate the torque 
ripple. These currents are calculated by several methods, 
some of them uses the decomposition of the electromo-

tive force in Fourier series to determine a limited number 
of current harmonics while others use the finite element 
method to estimate their parameters (amplitude, frequen-
cy) [11-13] or methods developed for determination of 
harmonic currents through an analytical modeling ap-
proach and an optimization criterion [14]. 
    In the case of a faulty synchronous motor the torque 
ripple increases. As solution, some works develop meth-
ods based on dynamic modeling of the faulty machine 
that use mathematical development with voltages, flux 
and currents, separated in direct and inverse components 
[15].  
    Another method developed for multiphase motors use a 
phasor approach and the electromotive force to compute 
the optimal current references in order to maintain a 
smooth torque and minimal joule losses [16].  
    The aim of presented work is to compensate the torque 
ripple in a faulty case. The proposed method is based on 
control strategy of the stator currents obtained by a prod-
uct of two phasors, the stator flux space phasor and cur-
rent space phasor. A simplified analytical model of a 
SPMSM is used to elaborate the control strategy devel-
oped to decrease the effect of the fault. The considered 
fault is a stator’s winding asymmetry and the proposed 
strategy control allows one to decrease the torque ripple 
and to maintain motor performance near the healthy case 
one. In this paper, the stator’s winding asymmetry is gen-
erated by about 5.5 % lack of turns of the phase “A” of 
the motor. 
    This paper is organized as follows: in section II the 
model developed of the surface permanent magnet syn-
chronous motors is presented. In section III the approach 
used to calculate the reference currents in order to reduce 
the torque ripple is given. Simulation results are present-
ed in the last section of the paper to validate the proposed 
approach.  

II. SPMSM ANALITICAL MODEL 

    The developed model to simulate the SPMSM operating 
is a three-phase dynamic model based on the equivalent 
electrical circuit. This model enables to consider the stator 
winding asymmetry fault easily. However it does not take 
into account the iron losses and saturation [10].  
    The electrical model considered is shown in Fig.1. With 
this model, it is possible to introduce the fault (unbalance 
number of turns between the three phases of the motor 
stator windings) by adapting the different machine param-
eters for each phase.  
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Fig. 1. Electrical model of the SPMSM used for simulation of the 
winding asymmetry fault. 

In this model ra, rb, rc, Laa, Lbb, Lcc are the resistances 
and the main cyclic self inductances of each stator phase, 
ea, eb, ec are the electromotive forces and Lab, Lbc, Lac 
are the mutual inductances of stator windings. 

A. Electrical Equations  
    In the proposed model the following electrical equa-
tions are considered: 

                               
dt

d
irV abc

abcabcabc                  (1) 

                               rabcabcabcabc iL                   (2) 

where iabc are the stator currents, ψabc the stator flux and 
Vabc the phase-to-neutral voltage. These parameters can 
be expressed as: 
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where Labc is the inductance matrix, ψrabc the phasor of 
rotor flux and eabc the electromotive force vector. In this 
model it is considered that the neutral point is not con-
nected, therefore the sum of the stator currents is equal to 
zero: 

                                      0cba iii                        (3) 

the stator fluxes are defined as: 

                     

rccccbcbacac

rbcbcbbbabab

racacbabaaaa

iLiLiL
iLiLiL
iLiLiL

           (4) 

Considering the flux in each coil expressed with only ia  

 
and ib currents (4) can be expressed as: 

        

rcbcccbacccac

rbbbcbbabcbab

rabacabaacaaa

iLLiLL
iLLiLL
iLLiLL

          (5) 

    In the developed SPMSM model for healthy and faulty 
case, (1-5) are used to determine the expression of flux 
and currents. In presence of the fault, the potential of the 
neutral point can vary. For modeling, equations independ-
ent of neutral point can be used: 

          

bcacaca
ca

bbaaba
ba

irirrVV
dt

d
dt

d

irirVV
dt

d
dt

d
     (6) 

The current expressions are obtained from (5) and (3):  

  

bac

carbraba
b

rbrabaca
a

iii
ADBC

AC
i

ADBC
DB

i

)()(

)()(

         (7) 

where A=Laa-Lac-Lba+Lbc; B=Lab-Lac-Lbb+Lbc; C=Laa-Lac-
Lca+Lcc and D=Lab-Lac-Lcb+Lcc 

B. Electromagnetic Torque   
    In the considered model, the electromagnetic torque is 
obtained from vector product between the flux and the 
current space phasors. It can be expressed: 

                            sse ipT
2

3                              (8) 

where p is the pole pair number. Ψs and is are the space 
vector of the flux and the stator current defined as: 

                          cbas aa 2

3
2               (9) 

                            cbas iaaiii 2

3
2                    (10) 

with a=exp(i2 /3). 

C. Mechanical Equation  
    The SPMSM rotor angular speed  is obtained from 
classical mechanical equation:  

                            rfe TfT
dt
dJ                   (11) 

where J is the moment of inertia, Te the electromagnetic 
torque, Tr  the load torque and ff the friction parameter. 
The rotor angular speed is used to calculate the angular 
position: 

                                 dt                                   (12) 
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D. SPMSM  Simulation Model 

1) Principle for healty case and faulty case 

    The bloc diagram presented in Fig 2 shows the principle 
of the simulation used in the considered model. The rotor 
flux values are stored in recording tables. Then they are 
read as a function of the angle θ of the rotor position.  
In this model a sine signal is considered for simulation but 
in real case this parameter can be obtained from integra-
tion of electromotive forces which are previously identi-
fied using the SPMSM in alternator mode:  

                                 dteabcrabc                          (13) 

The rotor position angle is obtained from electromagnetic 
and load torque using (11) and (12). For torque calculation 
the phasor approach given by (8),(9) and (10) is used. At 
the end of the bloc diagram, the currents ia, ib, ic supplying 
the SPMSM are obtained from electrical equations where 
the stator flux given by (4) at t=t- t ( t simulation step) is 
also used as input value.  

2)  SPMSM parameters  
    To simulate the faulty case, 1/18 lack of turns of the 
phase “A” winding is considered. Each phase is com-
posed of 6 elementary coils with distribution presented in 
Fig. 3.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Bloc diagram of the SPMSM model used in simulation for 

healthy and faulty case. 

 
Fig.3. Turns distribution of the SPMSM used for simulation of the win-

ing asymmetry fault. The first 1/3 turns of the first elementary coil of the 
phase “A” are not supplied by Va voltage in the faulty case. 

 
The fault corresponds to 1/3 of the first elementary coil of 
the phase “A”. This lack of turns introduces a change for 
each corresponding parameters taken in consideration by 
a step changing at t=30s from healthy to faulty parame-
ters value during simulation.  
The parameter values used in simulation for healthy and 
faulty case are presented in Table I where the subscript “f” 
means that the resistances and the inductances are related 
to the faulty case.  
    In practical case the determination of the SPMSM pa-
rameters in the healthy and faulty case is based on the 
method presented in [17] which use the magnetomotive 
force (mmf) generated by the stator winding in healthy 
and faulty case to calculate the inductance. The following 
relationship is used: 

  sssysxxy deNNRLL )()()( 1
2

0
0  (14) 

where: xyL  is the self inductance (x=y), mutual induct-
ance (x≠y) between windings x and y; 0 permeability of 
vacuum; R the radius of the stator; L the length of the 
slots; )( sxN , )( syN  are magnetomotive force the of 
the windings ‘x’ respectively ‘y’ crossed by a unit cur-
rent; e thickness of the air gap; s the angular abscissa of 
a point in the air gap in a stator reference. The numerical 
values applied in simulation are: VA, VB,VC, =200 V, 
J=0.002 NM2, FF=0.0075. 

III. PHASOR APPROACH FOR ESTIMATE THE REFERENCE 
CURRENTS IN ASYMMERTY FAULT 

    The objective of the presented application is the reduc-
tion of torque ripple which increases in faulty case. Ac-
cording to the study of the torque equation, this one is 
derived from a vector product between the flux space 
vector and current space vector.  

TABLE I.  
PARAMETERS USED FOR SPMSM MODELISATION IN HEALTHY AND 

FAULTY CASE 

ra 
( ) 

rb 
( ) 

rc 
( ) 

Laa 

(mH) 
Lbb 

(mH) 
Lcc 

(mH) 
Lab 

(mH) 
Lac 

(mH) 
Lba 

(mH) 

3.56 3.56 3.56 74.3 74.3 74.3 -37.2 -37.2 -37.2 

Lbc 

(mH) 
Lca 

(H) 
Lcb 

(H) 
Laaf 

(H) 
Labf 

(H) 
Lacf 

(H) 
Lbaf 

(H) 
Lcaf 

(H) 
raf 
( ) 

-37.2 -37.2 -37.2 70.2 -35.1 -35.1 -35.1 -35.1 3.362 
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Therefore, to produce a maximum torque, it is necessary 
that the current and the flux are in quadrature. In the basic 
control of the synchronous machine, the current is forced 
to move following the q axis (id=0). This procedure will 
not be verified in the case of a faulty machine where the 
rotor flux is no longer along the “d” axis [18]. So the con-
trol must respect following proprieties: 

1) following a constant torque  

                        cstiipT dqqde )(
2

3            (15) 

2) having a maximum torque (the flux is in quadrature 
whit the current  

                                  qqdd ii                           (16) 

where id and iq are direct and quadrature components of 
the space phasor of the stator reference current. From 
(15) it can be written: 

                                  

q

dd
q

d

qq
d

i
i

i
i

                           (17) 

Replacing (17) in the torque equation, the current refer-
ence giving constant torque without variations is ob-
tained: 

                               

22

22

3
2

3
2

dq

de
q

dq

qe
d

p
T

i

p
T

i
                (18) 

The direct and quadrature components of the flux space 
phasor ψd and ψq used in (18) are obtained from (9) and 
(5) considering the real and imaginary components of the 
space phasor flux: 

                                 
)Im(
)Re(

sq

sd                           (19) 

The global scheme of the phasor approach used to deter-
mine the current references for each phase of the motor is 
presented in Fig. 4a and a detailed implementation in 
matlab simulink of the phasor approach in Fig. 4.b.  

 

MS +
-

PI + -
vectorial 

approache  r 

 

iar, ibr, icr 

ia, ib, ic 

PI 
Tr 

 

 

a)  

 
b) 

Fig.4. Control loop applied to SPMSM a) scheme of global phasor 
control loop b) matlab implementation of phasor approach. 

 
    In matlab implementation the proportional integral con-
stant values of the PI blocs used in the control loop for 
torque reference Tr are Kt_P= 2, Kt_I= 1 and for current 
references are Kc_P= 1000 , Kc_I= 500. 

IV. APPROACH FOR ESTIMATE THE REFERENCE CURRENTS 
IN INTER-TURNS SHORT CIRCUIT FAULT 

    If a stator inter-turns short circuit appear it induces 
torque ripple at twice of supply frequency and reduces the 
average torque [19, 20]. The torque harmonic component 
at twice of supply frequency mainly provides from the 
stator inverse sequence space harmonics of magnetomo-
tive force (mmf) at h = -2 and by the fundamental rotor 
space harmonics flux density. In order to reduce this 
torque harmonic it is necessary to cancel the mmf at h=-2, 
for the considered machine with 2 pole pairs [21].  
    The SPMSM is assumed to be supplied with sine cur-
rents. The strategy for calculation of stator currents to 
decrease the space harmonic stator mmf at h = -2 in the 
case of a stator inter-turn short circuit in one phase wind-
ing is performed using the complex notation of the mmf 
components. So in order to decrease the negative se-
quence mmf of faulty SPMSM, an analytical method is 
developed which allow to determine the rms value iI  
which must be injected in the global current references 
[21]. 
    For study it is considered a stator elementary coil com-
posed of two beams, one of them has a side inserted into 
the slot 3 and the other side inserted into the slot 10. In 
the case when the short-circuit fault occurs in this coil the 
relationship used between the direct current and the in-
verse current [22] used to compensate the harmonic of 
rank h=-2 is given by: 

   s
t

ij
s
j

ccj
s
jdj

s
j

N

1j

)j(-2β

3,10j

)j(-2β
cc

3,10j

)j(-2β
d

i

e

eIeI
I        (20) 

where ccI  is the rms value of the current in the coil where 
occurs the inter-turn short circuit and Id  the rms value of 
direct balanced currents system. The other parameters 
presented in (20) are: 

s
jβ     : angular position of the stator slot j. 

dj   : phase angle of dI current in the slot j. 

ccj  : phase angle of ccI  in the slot j. 
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ij : phase angle of inverse current Ii in the slot j. 
s
tN : total stator slot number. 

Equation (20) leads to decrease the mmf space harmonic 
of rank h=-2, and then to reduce the torque ripple at twice 
the supply frequency. To simplify this equation, it is put 
in following form: 

                                  
C

AB ccd
i

II
I                   (21) 

with A, B and C 

3,10j

)j(-2β ccj
s
jeA ,

3,10j
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s
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s
t
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s
j

N

1j

)j(-2βeC  

    In Fig.5 it is presented the diagram computation meth-
od of the temporal corrected current reference able to 
decrease the torque ripple. To validate this control strate-
gy, first a direct balanced currents system of dI  rms val-

ue and f frequency is considered. The inverse current iI  
is given by (20), and the reference current crbrar I,I,I  to 
cancel torque ripple at 2f is calculated. Finally the time 
current references crbrar i,i,i  are reconstructed. In fol-

lowing expressions “a” is a complex number: a= 3/2je . 

V. SIMULATION RESULTS 
    The simulation model of the SPMSM has been realized 
using MATLAB / Simulink. In order to test the torque 
regulation, a fault is simulated at t=30s.  

 
Fig. 5. Diagram computation of the temporal corrected currents reference 

 
Fig.6. Electromagnetic torque Te and load torque Tr variation in healthy 

and faulty case for SPMSM supplied by balanced system of currents. 
Fault simulated at t=30s. 

 
Fig.7. Zoom of electromagnetic and load torque (Te and Tr) around to 

faulty case for motor supplied by balanced system of currents. 

 
Fig.8. Zoom of electromagnetic and load torque (Te and Tr) at t= 30s to 
faulty case for motor supplied by balanced system of currents. Torque 

undulation at 100 Hz. 

The fault is located in the first elementary section of the 
phase “A” by reducing its number of turns of two thirds 
of one elementary section. To analyze the impact of the 
current on the torque and speed variation, two cases are 
studied: the first one considers the motor supplied by a 
balanced system of currents, the second one considers the 
motor supplied by currents obtained with phasor ap-
proach presented in (18). 
In this case the motor is integrated in a control loop in 
order to maintain the control law during the healthy and 
faulty cases. 
The variation of electromagnetic and load torques (Te, Tr) 
for SPMSM supplied by balanced system of currents is 
shown in Fig. 6. In this case, the load torque remains con-
stant at 6 Nm until the fault appear at t=30s.  

 
Fig.9. Electromagnetic Te and load torque Tr variation in healthy and 

faulty case for SPMSM supplied by unbalanced system of currents dur-
ing the fault. Fault simulated at t=30s. 

Te 

Tr 

Te 

Tr 

Te 

Tr 

Tr 

Te 
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Fig.10. Zoom of electromagnetic and load torque (Te and Tr) around to 
faulty case for SPMSM supplied by unbalanced system of currents dur-

ing the fault. 

 

Fig.11. Zoom of electromagnetic torque (Te) at t= 30s to faulty case for 
SPMSM supplied by unbalanced system of currents. Torque undulation 

at 100 Hz. 
The Fig. 7 shows a zoom around the time when the fault 
occurs. It can be remarked the torque variation between 
Tmin= 6.2Nm and Tmax= 8.2Nm. In Fig. 8 it is shown a 
zoom of the torque variation for the first two periods after 
the fault appearance. It can be noticed the electromagnetic 
torque variation at 100Hz frequency which corresponds to 
the double frequency of the supply currents (50Hz). 
The torque variation can be demonstrated in practical tests 
by analyzing the spectrums of an accelerometer. The am-
plitude of vibration harmonic at 100Hz given by the ac-
celerometer increases in faulty case.  
The next simulation presented in Fig. 9 shows the varia-
tions of electromagnetic and load torques for SPMSM 
integrated in a control loop using a flux space vector con-
trol. Here the reference currents are calculated for each 
phase in order to decrease the torque variation so, during 
the faulty case the motor is supplied by unbalanced system 
of currents. Figure 10 shows a zoom of the Fig.9 around 
the time when the fault occurs and Fig. 11 a zoom of the 
torque variation for the first two periods after the fault 
appearance. It can be noticed that in presence of a flux 
control, one can obtain an important decrease of the 
torque variation (Tmin= 7.12 Nm and Tmax= 7.22 Nm) com-
pared to the case without phasor flux control. 

 
a)  

 
b) 

Fig.12. Speed variation during the faulty case for SPMSM supplied by:  
a) balanced system of currents, b) unbalanced system of currents. 

 
    The variation of the rotor speed around of t=30s is pre-
sented in Fig. 12. In the case of a faulty SPMSM supplied 
by balanced system of currents (Fig.12.a) the speed varia-
tion takes values between min= 156.5 rad/sec and max= 
157.7 rad/sec. For a faulty SPMSM supplied by unbal-
anced system of currents (Fig. 12.b) like in the case of the 
torque, the speed variation is much decrease (between 

min= 156.98 rad/sec and max= 157.5 rad/sec) and the 
time of transient state is reduced.  
    Figure 13.a shows the currents variation for a motor 
supplied by balanced system of currents during the faulty 
case (starting at t=30s) and Fig. 13.b shows the currents 
waveform for SPMSM integrated in a control loop with 
unbalanced currents during faulty operation. In this case a 
control in quadrature between the stator flux and the cur-
rents is considered. It can be remarked a higher amplitude 
of the currents in Fig. 13.a and more variation during the 
faulty state in correlation with more important torque 
ripple as shown in Fig. 6, Fig. 7 and Fig.8. The decrease 
of the current amplitude in Fig.13.b for the same load and 
electromagnetic torque can be explained by the optimiza-
tion of the quadrature control.  

 
a) 

 
b) 

Fig.13. Current variation during the faulty case for SPMSM supplied by: 
a) system without currents control b) unbalanced system of currents. 

Tr 

Te 

Te 
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Fig. 14. Balanced stator currents supplying the faulty SPMSM: the 

reference and supply current. 
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Fig. 15. Corrected stator currents for the faulty SPMSM: the reference 

and supply current. 

The simulation case for a short-turn introduced into the 
first elementary section located in the winding phase A 
(Fig.3) is presented in the next simulations.  
In Fig. 14 is simulated the currents variation for faulty 
SPMSM supplied by balanced currents and in Fig. 15 the 
currents variation faulty SPMSM supplied by corrected 
currents. In considered faulty case the short-turns current 
has a peak value of 14A with the same frequency as the 
supply currents and the inverse current is iI =0.53A rms 
value. It can be remarked that the currents are still regu-
lated and the references make an unbalanced system. 

VI. EXPERIMENTAL RESULTS 
Simulations presented in paragraph V shows that it is 
possible to reduce the torque variation for asymmetry or 
short circuit in the stator windings of SPMSM by using 
adapted unbalanced current references. In experimental 
tests the influence of unbalanced currents in the decrease 
of torque variation if a faulty appears is bring to the fore 
by using an accelerometer sensor as shown in Fig. 16. 
 

 
 

Fig. 16. Measurement of SPMSM vibrations in faulty case.  

 

 
Fig. 17. Spectrum of SPMSM vibrations in healthy case. 

 

 
Fig. 18. Spectrum of SPMSM vibrations in faulty case. 

 

 
Fig. 19. Spectrum of SPMSM vibrations in faulty case after injection of 

inverse current. 

The accelerometer sensor is connected to a frequency 
analyzer Brüel&Kjær 3560 which give the FFT spectrum 
of measured signal. 
    The spectrums for healthy machine, machine with 
short-turn faulty in the windings of the phase A and ma-
chine with correction by injection of an inverse current Ii 
are presented in Fig. 17, Fig. 18 and Fig. 19. Analyzing 
the accelerometer spectrum we can remarked in Fig. 17 
the vibration harmonic measured at frequency 100Hz 
(rank h=-2) have 519μV amplitude; in Fig. 18 the same 
harmonic increase at 4670 μV and in Fig. 19 after correc-
tion with imbalanced currents the amplitude of harmonic 
at frequency 100Hz decrease at 159.43μV. This experi-
mental test confirms the possibility to decrease the torque 
ripple by using specific non-balanced supply currents. 

VII. CONCLUSION  
    This paper proposes a model for a Surface Permanent 
Magnets Synchronous Motor (SPMSM) which allows to 
study the motor torque ripple and an adapted current con-

Vibration 
sensor  
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trol in healthy and faulty case. The simulation result has 
shown the link between the presence of the fault in the 
motor and the increase of the torque ripple. As solution to 
reduce the torque ripples it is proposed, an adequate con-
trol of the currents using a phasor approach for asymmetry 
fault or injection of an inverse current for short-circuit 
fault. This approach is based on the use of unbalanced 
currents. 
    The simulation has been tested considering an asym-
metry created by unbalanced number of turns in the motor 
stator windings and a short circuit in the stator windings of 
the SPMSM phase A. This solution does not affect the 
motor operation but we must mention here that the varia-
tion of absorbed power from supply has an important in-
crease and this solution must be correlated in practical 
applications with the performances of the available supply 
used for the global system 
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Abstract - The paper deals with a preparatory research stage 
for controlling the air pressure inside a small tank by vari-
ous characteristics and algorithms. Basic elements both for 
the hardware design and for the software support are pre-
sented. The experimental platform brings together parallel 
solutions: a microcontroller board using a PICTM 16F877 
chip from Microchip and an industrial controller from Hon-
eywellTM. The functionality of the platform will be tested in 
this stage by the on-line commutation of the control charac-
teristics IN (pressure error) – OUT (PWM control for the 
air pump). A set for the available characteristics of the con-
troller is stored in software. For a fast design with simula-
tion and debugging capabilities, the author used Flow-
codeTM of Matrix Technology Solutions - an Integrated De-
velopment Environment with a Very High Level Program-
ming Language. Future research works are intended for 
some fuzzy control algorithms that could adapt and opti-
mize the control accordingly the dynamic of the process.  
The main components of the platform are, besides the con-
trollers mentioned above, an industrial pressure sensor, a 
compressor, the pressurized container and some standard 
pneumatic devices for a safe operation. Both the hardware 
and the software design are made so that besides the re-
search aims, the platform could be a flexible and multi – 
purpose didactic tool for the students. 

Keywords: digital control, air pressure, characteristics selec-
tion. 

I. INTRODUCTION 
     The impact of the digital control solutions in the area 
of pneumatic systems is more and more obvious during 
the last decades. If many years ago most of (industrial) 
applications of microcontrollers concerned the motion 
control field and the temperature control, now many stud-
ies and products integrate microelectronics for different 
kind of fluidic systems. Ref. [13] makes a synthetic com-
parison of pneumatic and Direct Digital Control (DDC) 
in terms of: performance -  best DDC, initial cost – com-
parable, reliability, maintainability, flexibility, easy of 
use, life cycle cost, cost, management , proprietary – best 
pneumatic. An analyze of the air compressor production 
process, as a time-varying, delay and nonlinear complex 
system, is included in [5]. In order to avoid the draw-
backs of classical control systems, affected by pressure 
instability, a fuzzy pressure controller and an intelligent 
control method based on the fuzzy PID were proposed.  
     Many studies and solutions are associated now with 
the Tire Pressure Monitoring Systems (TPMS) - devices 
and systems, because the associated equipment became a 
compulsory one for the new models in automotive. In this 

meaning, temperature and pressure sensors values are 
taken and processed on Programmable System on Chip 
(PSoC) controller and transmitted via Bluetooth on dash-
board or to a smartphone [1]. Using PsoC is possible to 
minimize the size and power consumption of the system. 
The main goal in some research works is the power man-
agement, considered in [6] to be an important aspect in 
designing battery operated TPMS as it helps to prolong 
the lifespan of the battery. The implementation of SLEEP 
mode to minimize power consumption is discussed and 
the currents consumed by the microcontroller in SLEEP 
and ACTIVE modes are measured and recorded. The 
main tools (hardware and software) belong to the well 
known producer Microchip (PICTM microcontroller, 
MPLABTM). An extra study concerns the power minimi-
zation for the driver block (based on MOSFET device). 
     Ref. [7] describes the design of the electric circuit for 
the control of the piston position for a pneumatic cylin-
der. The hardware is built around a 32- bit microcontrol-
ler Atmel AT91SAM9G20 of ARM9TM architecture, in 
which is implemented a control algorithm. The position 
control of pneumatic cylinder is designed in the state 
space and is realized using a predictive controller with 
online identification of pneumatic system parameters; 
then, a reduced - order observer uses it for the state vector 
of the process estimation.  
      Another application field for the pneumatic actuators 
and digital control concerns the Heating, Ventilation and 
Air Conditioning (HVAC) equipment. Ref. [15], aiming 
to air-condition compressor drive system, proposes a 
compound control strategy based on sliding-mode ob-
server and high frequency voltage injection method. The 
study is focused on improving the overall performance 
for all speed regions. A study focused on how the stepper 
motor controls the EEV for the air conditioning system is 
made in [14], the tests and results concerning the very 
popular device PIC16F877ATM. Some works related to 
the air pressure for HVAC equipment concern both sen-
sor unit and original algorithm / control strategies. In this 
meaning, [11] developed an approach for whole-house 
gross movement and room transition detection through 
sensing at only one point in the home. Disruptions in air-
flow, caused by human inter-room movement, result in 
static pressure changes in the HVAC air handler unit. 
According to required air pressure, the optimum motor 
speed is maintained by a variable speed drive which is 
controlled by a microcontroller. Several control strategies 
are presented in [2]: On / Off control, Load /Unload con-
trol, Modulation control (that meaning the position of the 
inlet air valve of compressor is modulated from full open 
to full close, Variable speed control and Blow-off control. 
An application for the design and development of air 
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conditioner control card is developed in [12], and the 
connected circuits to the processors, like drivers, LCD 
units and sensors, could be standard parts of any other 
similar project. The main system parameters followed are 
temperature values for heating and cooling process and 
speeds for compressor motor and fan. 
     Beyond research studies, many modern industrial 
types of equipment, integrating microelectronics or digi-
tal control, are now available. Ref. [20] presents such 
industrial equipment – a high pressure electro-pneumatic 
regulator providing step-less control of air pressure pro-
portional to an electrical signal with an easy to read digi-
tal pressure display and low power consumption. New 
easy-to-use high-function digital pressure sensor PPX 
series [23], has dual display to check current value and 
set value of pressure at the same time, 3-color display, 
copy function of setting details and 3-mode setting etc. A 
distinctive application field for the control of pneumatic 
systems concerns the buildings having a large pneumatic 
infrastructure [25]. A large number of such buildings are 
falling behind in energy management as digital systems 
and networks become more common and critical. New 
solutions come to improve the situation by converting a 
building with working but outdated pneumatic control 
system to a DDC, using wireless technology. Wireless 
pneumatic DDC provides rapid payback and minimal 
disruption to gain ongoing energy and maintenance cost 
savings, while improving comfort and operations. Such 
high performance equipment has new sensor classes, able 
to transmit a large amount of data by RF [22]. 

The paper follows a previous one [8] and the author’s 
intentions are 2 categories: the design and manufacture of 
a flexible experimental platform for the air pressure con-
trol by microcontroller – this is a local goal; and the im-
plementation of various non-conventional control algo-
rithms (like fuzzy control), for future works, when the 

platform will prove all necessary capabilities. In this 
meaning, an inspiration source is [24], a training manual 
that puts together systemic / theoretical and practical ele-
ments associated with an experimental platform. Also, [3] 
concerns the design of such an experimental platform, 
where a similar pressure sensor is used. The software de-
sign support is totally different. A good source for many 
examples (including in the pneumatic area) is [4], where is 
available a project for controlling a pump from a 
PIC16F877TM processor via an interface made with a D/A 
converter followed by an integrated power amplifier.  

II.  HARDWARE DESIGN 
     The architecture of the system is presented in Fig.1. 
The microcontroller unit (MCU) is designed around the 
processor PIC16F877TM – Microchip Inc. The air pres-
sure sensor is the chip MPX5700 - Integrated Silicon 
Pressure Sensor On-Chip Signal Conditioned [21]. 
     The industrial controller, as parallel solution, is the 
equipment UDC 1700 Honeywell [16], able to monitor 
and control a large variety of temperature, air pressure or 
fluid flow processes, with options for the output control: 
Solid State Relay, Relay, Triac, 4-20 mA; 0-20 mA; 0-5 
V; 0-10 V.   
     As driver block, two circuits were used: a predriver 
based on the chip 74HCT541and the final power driver 
for the compressor, build around the MOSFET transistor 
IRFP150N [19], with galvanic isolation with optocoupler. 
Other solutions (for a variety of applications) are present-
ed in [9]. 
    The Control board includes, mainly: a.)  reference po-
tentiometer for the air pressure in the enclosure; b.) a 
program RUN switch; c.) selection switch between MCU 
control and Industrial controller; d.) a double jumper’s 
selector for the characteristics choice, as in Fig. 2. The B 

Fig. 1. The simplified structure of the experimental platform. 
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port of the MCU is allocated to the selection function. 
Each 4 bits set of the port, together with the external cir-
cuit, make a 1 to 4 DMUX. B0-B3 bits select the Error 
thresholds and B4-B7 select the Control thresholds, to-
gether defining a characteristic.  
     The displaying unit has: a.) LEDs circuit for states and 
real-time tasks; b.) LCD board from EblocksTM family 
[17], for displaying alphanumerical data.  
     The power supply unit has 2 sections: a.) 5 VDC for 
the controller; b.) 12 V DC for the air pump. 
     Fig. 3 contains a set of operational characteristics. 
Each characteristic IN – OUT of the controller is defined 
by the commutation thresholds: Thres_ex is for the error 
of the loop and Thresh_y is for the PWM control. For Ne 
threshold values of the error and Nc threshold values of 
the PWM control, the resulting number of the available 
characteristics is Ne x Nc (4 x 4 = 16 in Fig. 3). The 
characteristic no. 1 has a lower dynamic, with small 
control values in the region of medium and small error 
values. The system could behave too slowly to the 
steady-state regime. The characteristic no. 16 delivers the 
highest energy but could lead to some overshoot effects. 
Several experiments must appreciate each control 
characteristic upon the steady state error, overshoot 
values, time response and other qualitative and 
quantitative index. 
    For the ith control characteristic, considering both error 
and control values saturated on 8 bits (0…255), the PWM 

 
control is computed by program with the relation: 

Error
eThres

pThres
pThresPWMcontrol

_

_255
_ (1) 

         with saturation (255) for errors bigger than 255  .
  

III.  SOFTWARE DESIGN 
     The main unit of the program is depicted in Fig. 4, in 
the Flowcode [18] style. This software has the ability to be 
accessible for beginners but allowing also very complex 

Fig. 2 The circuit for the characteristics selection.  

Fig. 3. A set for the control characteristics. Fig. 4. The image of the Main unit in Flowcode.  
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programs with many units (macros), interrupts and a rich 
ready to use library. The author realized many complex 
applications in motion and temperature control fields, 
proving that besides CAD facilities (GUI, simulation, de-
bugging), this environment is able to ensure high perfor-
mance of results [10].  
     The T_ON_ADC Macro asks the state of the RUN 
switch (sending appropriate messages to LCD), makes 
the A/D conversion and read the Mode switch (MCU or 
Honeywell). Two parallel branches make the essential 
processing for MCU and, respectively, Honeywell modes. 
     For the characteristic selection, Table 1 has the binary 
input images B0_7 and the values involved in the pro-
gram for a certain set for the threshold values. The proce-
dure for the characteristic identification was conceived in 
accordance with the multi-decision-switch available in 
Flowcode, since ver. 4. D val. is the decimal value read 
from the port B. The quotient Q and the remainder r from 
modulus division by 8 are: 
 

              QDvalrDvalQ 8.;8/)1.(        (2) 
 

     In Fig. 5, Q became v and r remains the same in the 
program notations. For each 1/16 branches / characteris-
tics, a same generic formula is customized for the thresh-

old values declared in the INIT block. In rel. (1), the pro-
gram must use an adapted computation formula, accord-
ingly to the arithmetic of the microcontroller CPU 

     Fig. 6 gives a capture of the program in simulation 
mode, when the MCU program Mode is selected. The 
graphical interface allows the viewing of all port bits al-
location: 

a.) 3 analog channels for pressure (reference and sensor: 
A0, A1) and the control output A4, scale [0…5] Vcc, 
delivered by the industrial controller and processed al-
so by the MCU;  

b.) 10 binary inputs: Control bits (switches) A2 and A3 
for RUN program and for the Mode selection (MCU / 
Honeywell); Selection bits (switches) B0-7 for the 
jumpers that make the operating characteristic choice); 

c.) PWM output – C2; 

d.) 12 binary outputs: - 6 LCD control bits D0…D5;         
6 LEDs bits for the real-time recording of the tasks:        
C0, 3, 4, 5, 6, 7. 

    In Fig. 6, for a pressure error of 576 mBar, on the char-
acteristic no. 7, the output PWM control is 46 %, for a 
1200 Hz fixed frequency of the pulses sent to the air 
pump. 

TABLE I. DATA FOR SELECTING AN OPERATIONAL CHARACTERISTIC 

Fig. 5. The  Flowcode section for identifying and computing the operating characteristic. 
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IV.  EXPERIMENTAL RESULTS 
    An image of the experimental platform is presented in 
Fig. 7, where the industrial controller is placed on the left 
side, in front. The air pump (left) and the pressure vessel 
(right) are visible in the back. The power supply unit and 
two microcontroller units complete the platform. A 
second MCU board (having its own pressure sensor) with 

 
ZIF socket for the processsor, was used in some 
preliminary tests for finding a suitable microcontroller. 
The local LCD in operation is presented in Fig. 8. The 
Mode (PIC or Honewell) is indicating which equipment is 
working. The selected characteristc is displayed and also 
the value of the air pressure error. 
    Next images from fig. 9 are captured by an USB logic 
analyzer and are useful for on-line timing evaluations. 
The first window has only the essential tasks: SELECT - 
selection of the characteristic: < 15 s; ERROR_EV.: 
error processing and the control computation: 120 s; 
LCD: displaying task – the longest: 30 ms; ERR_COMP: 

Fig. 6. The  program in simulation mode. 

Fig. 7. The experimental platform.   Fig. 8. The local display in operation. 
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routine for scaling and saturating the error for displaying 
it in technical units (millibar): less than 5 s. These main 
operational tasks take together 147.4 s. The second win-
dow contains the entire loop timing, with a duration of 
31.46 ms. It is possible to reduce the time amount for 
displaying by calling this task only once for several pro-
gram loops. 
      The on-line recordings from Fig. 10 are related with 
different operating points, with different speed for the air 
pump motor. By these diagrams is possible to follow the 
right and continuous variation of the PWM factor inside 
the whole range and to make, also, several quantitative 
evaluations both for the algorithm and the hardware. The 
captured signals concern the characteristic no. 11. In rel. 
(1), for this program branch, Thresh_p11 = 128 and 
Thresh_e11 = 128. The control formula becomes: 
 
           ErrorPWMcontrol 128/12712811_       (3) 

     The values for the pressure error must be arranged into 
the arithmetic format of the microcontroller. The range 
for the air pressure is 4 atm., so the LCD format is 4000 
units (millibars – the most appropriate unit both for the 
arithmetic reasons and for the relation with the technical 
meaning) that corresponds to 255 for 8 bits representa-
tion.  
     Next computations give the theoretical values T for the 
sampled values and for those outputted in real-time R. 
     Theoretical value for the control at 100 mBar error: 
 

134
255/4000

100
128

127
128

100
11

T
PWMcontrol  

 

%54.52100
255
134

%
100

11
T

PWMcontrol  

 
Fig. 9. Recordings for the real-time tasks. 
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   The real value for the control at 100 mBar error (see 
T2-T1 in the third diagram): 

 

%97.51100
4.821
9.426

%
100

11
R

PWMcontrol  

 
     The relative difference between PWMcontrol100R and 
PWMcontrol100T is 1.09 %. A similar verification compu-
tation error for the operation point with an air pressure 
error of 2000 mBar, leads to: 
 
PWMcontrol2000R = 97.17 %; PWMcontrol2000T = 98.83 % 
      
     The relative difference for this case is 1.67 %. 

V. CONCLUSIONS  
    The paper had several goals. The seminal start idea is 
to offer to the control algorithm the ability to change in 
real-time the control characteristic so that the dynamic of 
the pneumatic system could be optimized accordingly to 
different criterions. The hardware / software design tools 

 
are related, aiming to ensure a fast cycle by using an IDE 
including a VHLL for programming a modular platform. 
This approach is not only very efficient but also is able  
to offer realistic provisional results in simulation and de-
bugging modes.  
     A standard  industrial controller was included into the 
project so that a parallel operation could be possible. 
More, the software and the hardware design links these 
two solutions, the designed microcontroller based system 
processing some signals delivered by the industrial con-
troller. 
     Several timing diagrams recorded on-line by an USB 
logic analyzer made possible a qualitative study (the real-
time task distribution, mainly) and quantitative determi-
nations, like the precise measurements of the durations 
and some evaluations of the errors between the computed 
(theoretical) values and the real ones obtained by experi-
ment. These errors are very small (maximum 1.7 %) and 
are related, mainly, with deterministic sources: a quite 
short format conversion (8 bits) of A/D converter, a sam-
pling rate not very high (tenths of microseconds) of the 
PCscope, chosen so that a right view of several signals be 

Fig. 10. PWM signals for different operating points.   
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relevant (PWM frequency imposed by the air pump is not 
very high). 
     The paper did not include a study for the quality and 
behavior of the pressure loop (all that depending on fu-
ture intended control algorithms) but to prove the func-
tionality of the experimental platform both on hardware 
operation and the software tools managing the system.  
     The resulted experimental platform proved a full func-
tionality and has many educational merits, bringing to-
gether many devices, circuits and equipment and involv-
ing modern software tools both for design and for acqui-
sition. 
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Editorial Approval on November 5, 2016 
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Abstract - The reactive power flows affect voltages, losses 
and transmission capacities. Thus MVAR flows are a matter 
of increasing concern for the grid operators and the Roma-
nian Regulatory Authority for Energy has established their 
importance into a specific Order. The latest corresponding 
regulation for Romania allows the grid operator to exoner-
ate of payment those injections of reactive which affect in a 
positive manner positively the voltages in the network. Such 
exemption is difficult to apply since the influence of MVARs 
on voltages is locational and time dependent. This paper 
deals with the assessment of reactive powers related to net-
work users for payment and compensation purposes. The 
drawbacks are evaluated and compared with the benefits 
for voltage regulation, according to Romanian regulations. 
Theoretical skills are combined into one organic methodolo-
gy, and an in-house software package for reactive power 
assessment is built. This is based on sensitivities of voltage, 
loss and transmission capacity to reactive injections into 
nodes. A case study consisting of a real 110kV network of 
about 2000 nodes was adopted. The survey was conducted 
for 6000 hours and outlines voltage to sink’s MVARs. The 
results were used to evaluate the opportunities to compen-
sate and/or to discharge payments the MVARs with positive 
contribution to voltage regulation. This paper proposes a 
sensitivity based analysis for a real 110kV network.  

Keywords: sensitivity; compensation; reactive; loss; optimal; 
regulation. 

I. INTRODUCTION 
Reactive power is a topic of constant concern in mod-

ern electric network operation. Nowadays everyone agrees 
on the drawbacks of reactive power: it affects voltage 
magnitude [1], increases losses [2], reduces the available 
transmission capacity (ATC) of the network [3] etc. 
Transmission and distribution companies are interested in 
reducing reactive power flows [4], mainly by compensa-
tion or reciprocal cancelling [5].  

The synchronous generator is the most common source 
of reactive power. It can deliver MVARs at opportunity 
costs. Another traditional reactive power, spinning too, is 
the synchronous compensator. It can have no active load 
and produce more expensive MVARs. The new genera-
tion of reactive power sources, employed for compensa-
tion purposes as well as for system control, consists of 
flexible AC transmission devices (FACTS): thyristor con-
trolled reactors (TCR), static VAR compensators (SVC), 
shunt static synchronous compensator (SSSC) and static 
compensators (STATCOM), [6], [7]. 

The features and capabilities of the reactive power 
sources become crucial in a competitive market environ-
ment. The cost characteristics of the solutions able to sup-
ply the required reactive powers in secure steady state and 
dynamic operational conditions also weigh heavily. These 
elements will be referred in conjunction with the sensitivi-
ties of individual elements, depending mainly on their 
location in the network [8].  

The compensation of the reactive power is mainly di-
rected towards voltage control. Optimal voltage control 
through V/Q ancillary service also aims at loss reduction 
and capacity relief so as to host additional flows.  

The reactive power problem is rather local: one induc-
tive flow seeks to pair with the leading reactive power of 
the nearest capacitive element. In most cases the consum-
ers are inductive and they shall be compensated either by 
neighboring under loaded lines or by a specific compensa-
tor.  

However, transformers and the transmission line exhibit 
their own reactive powers, which depend on the system 
load. Nobody pays for these reactive powers, either bene-
ficial or not for the network operation. 

In Section II of this paper the authors present the Ro-
manian regulations with regard to reactive power matters 
and payment settlement. Specific exemption conditions, 
provided by this regulation, are pointed out in order to be 
further analyzed in section V. 

Section III describes the reactive powers of the network 
components: transformers and transmission lines. Compu-
ting equations and influence factors are outlined.  

Section IV outlines the methods available for evaluat-
ing the effect of reactive power flows. 

Section V presents the proposed methodology and the 
toolkit developed in order to emphasize the impact of the 
reactive power on the network voltage, power losses and 
transmission capacity use. 

The results of a case study are delivered and analyzed 
in section VI and section VII concludes this work. 

II. ROMANIAN REGULATION FOR REACTIVE ENERGY 
ANRE, the Romanian Regulatory Authority for Energy, 

has established the importance of reactive power matter 
into a specific Order [9]. This order defines all the ele-
ments, definitions, formulas and computing methodology 
for the reactive energy payments.  
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In accordance with it, the inductive reactive energy 
(lagging) and capacitive reactive energy (leading) aren’t 
cancelled any more but entitle to separate payments. The 
tariff for reactive energy at power factors bellow 0.65 is 
three times higher than for power factors between 0.65 
and 0.92. These methodology and tariffs are meant to dis-
courage sinks to exchange intensive reactive powers with 
the network. 

One principle almost obvious in theory has become ra-
ther controversial in practice: the possibility to exempt 
some network users of the payment due for the reactive 
energy. This exemption is limited to prosumers that: 

 participate to the V/Q regulation, under the com-
mand of the network operator, for the energy ex-
changed, injected in/drawn from the network dur-
ing this service; 

 contribute to the improvement of the voltage level 
by injecting or drawing reactive power. 

The last case lacks accuracy in defining the benefits for 
the voltage regulation service. This opportunity could enti-
tle a prosumer having sometimes fortunate V/Q sensitivity 
to wait to be exempted for the reactive energy exchanges 
with the network. In order to characterize the true contri-
bution to this service over a time period, an in-depth anal-
ysis, as presented in section VI, is required. 

After enforcing this Order in the last 18 months, ANRE 
has published some global outcomes and decided to con-
tinue applying it with minor changes and updates [10]. 
The results run as follows: 

 the inductive energy billed raised by 15% for pow-
er factors ranging between 0.65 and 0.92, and by 
25% for users operating at power factors bellow 
0.65; 

 the capacitive energy payments have increased by 
12% for power factors ranging between 0.65 and 
0.92, and by 200% for users operating at power 
factors bellow 0.65. 

The last case corresponds to situations where the capac-
itive power is injected in an underloaded network area and 
has to be discouraged. Al these results entitled the Regula-
tory Authority for Energy in Romania to maintain these 
rules and amend some descriptions. Moreover, the net-
work operators where asked to approve of exemptions 
solely based on an in-depth analysis and measurements. 
Thus, only beneficial reactive powers have to be reward-
ed. All the others have to be penalized according to their 
disruptive effect. 

Further in this paper the opportunity of ANRE regula-
tion regarding the reactive power tariff is analyzed by 
considering a set of operation regimes for a 110 kV distri-
bution network. The presented study cases outline the 
influence of reactive power on the voltage level by using 
multiple analysis approaches. 

III. REACTIVE POWER OF NETWORK COMPONENTS 
The operation principle of most consumers involves re-

active powers in correlation with the active one. These 
reactive powers are not delivered by some reactive 
sources, as for the real ones, but exchanged with neighbor-
ing branches.  

The network components, transformers and lines have 
their own reactive powers, which depend on the operation 

regime. Thus, the reactive power of transformers can be 
estimated by computing with: 

   (1) 

or 

 
(2) 

where: 
BT - the shunt susceptance of transformers – inductive 

(S); 
XT - the longitudinal reactance of the transformer ( ); 
V - the operation voltage of the transformer (kV); 
I - the current through the transformer (A); 
I0% - the no-load current of the transformer (%); 
SN - the rated power of the transformer (MVA); 
VN - the rated voltage of the transformer (kV);  
Vsc% - the short-circuit voltage of the transformer (%). 

 
Fig. 1. Model -  of the transformer 

This reactive power always lags and exhibits a quadrat-
ic flow dependency of the power delivered by the trans-
former. On the other hand, the transmission lines lead 
when no-load and become lagging when the line flow 
increases above the surge impedance loading, SIL: 

 
(3) 

where:  
Z0 is the surge impedance ( ):  

 
(4) 

L the serial inductance of the line (H) 
C the shunt capacity of the line (F) 
The reactive power loss of the transmission line can be 

evaluated using the formula: 

 
(5) 

 
Fig. 2. Model -  of the transmission line 

The balance at the network level points out to the reac-
tive power of the whole network. This amount can reach 
significant values and varies heavily with the operation 
regime. It can be either positive or negative. Nothing is to 
be paid for these reactive powers whatever the case. 
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IV. METHODS FOR REACTIVE POWER EVALUATION 
Various methods are available for evaluating the effect 

on voltage control of reactive power injections on voltage 
control [11, 12, 13].  

A. Marginal sink variation method 
This outlines IQ contributions to voltage upholding for 

marginal sink variations. The sensitivity of IQ at bus i to 
the marginal variation of sink from bus j is: 

1

dU
dS

dU
dQ

dS
dQSQ ji

j

i
ij   (6) 

where  

idQ  - the IQ at bus i which maintains voltage if sink at 
bus j varies of jdS . 

The overall sensitivity of IQ at bus i is the sum of 
equations (6) for all sinks: 

c

j
iji SQSQ

1
   (7) 

with c – no. of consumers.  
The IQ sensitivity of all the g reactive “sources” to a mar-

ginal variation of the sink from node j is: 
g

i
ijj SQQS

1
  (8) 

Full IQ sensitivity to all sink marginal variations be-
comes: 

1

11

1 1 dV

dS

dV

dQ
SQQS

c

j
j

g

i
ig

i

c

j
ij    (9) 

Sensitivities from (6) … (9) allow to compare technical 
efficacy of As-V/Q service provider bids. However, these 
sensitivities deliver no systematic way for ranking bids. 

B. P/V curves method 
In this method the loads are increased not by a mar-

ginal value, as in the previous section, but until the sys-
tem reaches the stability limit. The scenario is chosen to 
fulfill the purpose of the analysis (e.g. we can increase 
only the consumption from a region, at various quotas, at 
constant/variable power factor). 

The issues aren’t wide-ranging. Moreover, the selec-
tion of the scenario can be critical. 

By simulating a consumption (
cjjS

,...,1
) increase up 

to the stability limit, balanced by AGC units (all others 
remaining PV buses at constant specified voltages and 
powers) we get the IQ variations, jQ . Various speci-
fied voltages can be utilized. 

The appraisal of different IQ, reveals the efficacy of 
each reactive power “sources”. The conclusions are use-
ful rather for security analysis than for assessing As-V/Q 

tariffs. 

C. Fictitious compensators method 
When the IQs change, voltages alter. Fictitious com-

pensators at each PQ bus can restore system voltages. 

We denote by )(x
jQ  the IQ of the As-V/Q service pro-

vider from bus j in regime x and (min)
jQ  its IQ minima 

(lower edge of secondary range for voltage regulation). 
For synchronous compensators and static „sources” we 
let 0(min)

jQ . 

By simulating a variation )(S
jQ : 

(min))()(
j

x
j

S
j QQQ   (10) 

we determine the IQs of the fictitious compensators 
which “replace” the missing injection. For a load at bus 
i, the resulting fictitious IQ, )(C

iQ , defines its “duty” 

for the )(S
jQ  service. Because 

i

C
ij QQ )( , the 

“duties” aren’t normalized and must be shared (e.g. pro-
rata: load i pays to provider j matching to: 

)()()( s
j

i

C
i

C
i QQQ ). 

D. Back-up generation method 

An IQ, )(S
jQ , can be “replaced” not only by a ficti-

tious compensator, but also by the IQ of another As-U/Q 
provider. For the provider from bus k we note: 

 )(x
kQ  IQ in the regime x ; 

 )min( j
kQ  IQ in the regime having the same volt-

ages as in x, and (min)
jj QQ . 

We can consider that the IQs )(S
jQ  (at bus j) and 

)min( j
kQ  (at bus k) are equivalent. This statement is 

very useful for assessing tariffs for As-V/Q service in the 
operating regime x . 

E. dV/dQ sensitivity method 
The voltage sensitivities to IQ describe a widespread 

tool in voltage control. The reactive power injection at 
bus k meant to correct the voltage at bus i of about iU  
is:  

),( ki

i
k QUS

UQ   (11) 

where 

k

i
ki Q

UQUS ),(    (12) 

is the reverse, (= ik UQ / ) of the corresponding element 
of the Jacobian. 
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Equation (11) exhibits that the voltage at bus i can be 
equally corrected by an IQ of: 

),(
),(

ji

ji
kj QUS

QUS
QQ   (13) 

at bus j or by an injection of kQ  at bus k. 

For voltage regulation at bus i: 
 (11) defines the required amount of challenging 

injections  for voltage correction; 
 (13) states the tariffs’ ratio for two IQs at buses j 

and k, which are equivalent in voltage “correc-
tion”: ),(/),( jiji QUSQUS . 

V. ASSESSMENT OF REACTIVE POWER OF GRID USERS 
The effects of reactive powers injected or drawn by a 

network user can be quite volatile. Thus, in certain opera-
tion regimes, some reactive power injected at specific 
buses could be helpful for the voltage regulation service. 
This does not hold true for all operation regimes and isn’t 
true for all network users (it depends on the amount and 
the location of reactive).  

Therefore the impact of each reactive power for all the 
regimes in question is to be assessed individually. This 
can be done either ex-ante or ex-post. In the ex-ante ap-
proach, the assessment is based on measured data. Hence 
the corresponding results are undisputable and can be used 
for payment purposes.  

This paper proposes the sensibility-based analysis as the 
most suitable tool. The voltage sensitivity to nodal reac-
tive power: 

 
(14) 

and the loss sensitivity to MVAR injected / drawn at node 
k: 

 (15) 

outline the impact of Qk to voltage regulation and losses.  
The contribution to the voltage regulation can be con-

sidered useful if the injections Qk move the voltage ac-
cording to the needs for the corresponding operation re-
gime (e.g. if Q lags, as for most of the loads, than SVQ 
should be positive off-peak and negative on-peak). The 
support to the voltage regulation is stronger if the grid 
operator lacks available reserves. Further complex analy-
sis can be conducted based on the QV curves, known also 
as nose curves. 

The impact of the reactive power on losses is easy to 
evaluate based on SLossQ sensitivity. The injection of reac-
tive power is to be considered useful (loss-friendly) if it 
diminishes the losses for this operation regime. The mag-
nitude and even the sign of SLossQ can change during one 
year. 

The reactive power from one node affects the available 
transmission capacity in the neighborhood. The strongest 
effect is to be observed over the branches connected to the 
node. This dependency can be assessed based on direct 
numerical simulation. Since the nonlinear model of the 
network is not suitable for superposition, only the full 
simulation is relevant.in this case, [14]. 

Any exemption regarding the payments for reactive 
power / energy, as in [9] could be applied, ex-post, by 
reimbursing the prosumers for the reactive energy which 
help the voltage regulation. The main problem is that the-
se quantities are not measured. Even the latest smart me-
tering system (AMS) does not deliver such kind of data. It 
should be done by computing these quantities ex-post, 
based on the hourly measurements of reactive power. The-
se measurements are to be set into categories correspond-
ing to their effect on voltage regulation. 

The chart flow of the methodology for assessing reac-
tive power impact is presented in Fig. 3. Proprietary soft-
ware packages, as well as in-house software tools are in-
terfaced in order to reach measurement data, adjust them 
in a proper format and supply them in order to perform 
this analysis. 

Besides the tariff and payments issues, the main prob-
lem is that the reactive power has to be compensated in 
order to avoid drawbacks. The bills for reactive energy 
can pay off for the investment in compensators and their 
operation. The opportunity to invest is based on the analy-
sis cost benefit for each possible scenario. The tariffs for 
reactive energy from [9] do not generate enough income 
to pay for compensation at the HV level, where the specif-
ic capacity costs (€/MVAR) are more than 10 times higher 
than at LV. 

Moreover, the losses could be decomposed into two 
components: one depending on the real power flow and 
the other under the responsiveness of reactive power. This 
second component can be reduced by proper compensa-
tion. Time-dependent performance indexes, “Q/loss”, 
were defined in [15] at the branch level and for entire 
network.  

These indexes could be useful for ranking grid opera-
tors as well as for tariff settlement purposes. Thus, the loss 
component which corresponds to the MVAR flows could 
be allocated to the grid owner, as an avoidable share of 
loss. Moreover, this loss share can be carried over the an-
cillary service dealing with the reactive support to the 
voltage control - V/Q service. 

VI. CASE STUDY 
In order to evaluate the influence of the reactive power 

flows on the voltages in a studied network the authors 
propose basically three approaches:  

 direct comparison of two simulation cases (the 
real operation of the test network vs. the sug-
gested compensated configuration);  

 using an interpretation of sensitivity based analy-
sis in the buses of the test network;  

 analyzing the information given by QV curves. 
The analysis was carried out for a real operating 110kV 

network, consisting of 1994 buses and 2228 branches. The 
time frame was of 5855 running hours in 2015.  

Voltages, real and reactive powers from 481 electric 
meters were collected during that time.  

After undergoing a state estimation process, the data 
corresponding to each state were processed with an in-
house software package, REANS_CONT, [16][16].  
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Figure 3: Chart flow of the methodology for assessing reactive power 

impact. 

The generation and load level are presented in Fig. 4 
and Fig. 5. 

 
Fig. 4. Generation progression in the time frame. 

 
Fig. 5. Consumption progression in the timeframe. 

A. Voltage sensitivity to MVARs 
Using the REANS_SolverPowerSystem (in-house 

software – Matlab ® code) – see Fig. 3, the sensitivity of 
the voltage to MVAR was calculated.  

The results for 1/10 of nodes are illustrated in 3D in 
Fig. 6 and in 2D in Fig. 7. 

 
Fig. 6. Voltage sensitivity to MVAR (3D plot) 
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Fig. 7. Voltage sensitivity to MVAR (2D plot). 

The QV curves, known also as nose curves could also 
be useful for describing the impact of one reactive power 
on the voltage of the node where it is injected.  

A sample of such curve for node no. 659 (a high volt-
age industrial consumer), as delivered by PowerWorld ® 
simulator, [17], is presented in Fig. 8. 

Fig. 8. QV curves for one node. 

B. Loss sensitivity to MVARs 
The sensitivity of loss to MVAR was computed using 

the REANS_SolverPowerSystem – see Fig. 3.  
The results for 1/10 of nodes are shown in 3D in Fig. 9.  
The momentary values for the same instant as in Fig. 

7a) are 2D, depicted in Fig._10. 

 
Fig. 9. Loss sensitivity to MVAR (3D plot). 

 
Fig. 10. Loss sensitivity to MVAR (2D plot). 

C. Impact of reactive power on ATC 
The impact of the reactive power on the available 

transmission capacity is outlined by numerical simulation. 
Thus, the difference between the simulated flows with and 
without the analyzed MVARs is computed.  

Such an approach conducted for node no. 659 (w-w/o) 
outlines differences in branch loading, which go from -1% 
(dark blue) up to +2% (red) in Fig. 11. 

 
Fig. 11. ATC sensitivity to MVAR. 

Information of the same nature could be extracted from 
the power transfer distribution factors (PTDF), as in [18]. 
This is faster and more general, but less precise than the 
method based on the difference in numerical simulation. 

D. Compensation of reactive power 
The drawback of reactive power may be avoided by 

compensation. The compensation presupposes an invest-
ment – capital expenditure and operation costs for the 
running period.  

 
a) dV/dQ vs. Node. No at instant t 

 
b) dV/dQ vs. time for node no. 659 
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For instance, in the case of the node no. 659 considered 
for this analysis during the weak load time span, the full 
compensation of the reactive power (from 19.5 MVAR to 
0 MVAR) lowers the voltage by almost 0.02 pu, as it can 
be seen in Fig. 12.  

This MVAR variation also results in a loss reduction of 
0.124 MW.  

Fig. 12. Full compensation of MVARs in QV curve. 

 
Based on data for 5855 hours, the compensator - 

STATCOM is to be optimally rated at 15MVAR (unre-
munerated part – neutral PF is avoided). The capital ex-
penditure (CAPEX) for this compensator is 7.12 M€ and 
its annual operation expenditure (OPEX) is 17.8 k€. It 
saves losses of about 71.73 k€/year. For a discount rate of 
1.05, the internal rate of return (IRR) is only -31.13 %. 
This lack of profitability is due to the very high CAPEX 
for HV compensation with SVC or STATCOM. 

Once the technology will advance, the price of static 
compensators is expected to decrease, leading to a more 
cost-effective compensation.  

VII. CONCLUSIONS 
The paper deals with the reactive power side effect and 

damping tariff and payments. The drawbacks of the reac-
tive power related to each network user (e.g., voltage 
drops, additional power losses and useless ATC employ-
ment) are to be avoided through compensation. 

Based on a case study consisting of a real 110 kV of 
about 2000 buses, one can conclude that the compensation 
of prosumers’ MVAR for reducing losses is possible but 
not rewarding, because of the high CAPEX at the HV 
level (about 5.7 €/MVARh if operating 8760 h/year, fully 
charged). As the grid operator does not lack providers for 
the voltage regulation service, new compensators are not 
advisable, especially at HV. Moreover, the static compen-
sation of MVAR does not free ATC selectively – at the 
targeted locations. 

If the MVARs injected by network users are not neces-
sary to voltage regulation, any exemption from MVARh 
payments, according to [10], is to be avoided. Beneficial 

but volatile support under weak control may generate but 
not solve problems. 

These conclusions are case-based. An in-depth analysis 
and further tests in various cases would be helpful. 
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Abstract - The paper deals with the evaluation of the Root 
Mean Square (RMS) indices of signals with linearly variable 
magnitude by using Wavelet Packet Transform (WPT) and 
Fast Fourier Transform (FFT). Firstly there is presented a 
synthesis of employed techniques and previous results of the 
authors with respect to synthetically generated single-
harmonic signals. The signals had linearly decreas-
ing/increasing magnitude M. M varies according to a con-
stant slope G. The studied absolute difference between the 
final and initial values of M belongs to the set {2,5, 5, 7.5 and 
10}% from the initial M. Results of the RMS evaluation by 
using both FFT and WPT in a single harmonic approach 
are recalled, focusing on the maximum absolute values of 
percent relative errors. New studies are presented now, 
firstly considering randomly generated synthetic multi-
harmonic signals. Three cases are considered, correspond-
ing to harmonic orders belonging to 3 distinct ranges: 3...9, 
31...39 and respectively 3...40. The errors associated to the 
use of FFT and WPT are evaluated for them. Two real mul-
ti-harmonic signals are afterward analyzed. Small differ-
ences were noticed between the values yielded by FFT and 
WPT for the total RMS as compared to those computed 
with Riemann sums. The differences between the RMS 
yielded by FFT and WPT are also evaluated and discussed. 

Keywords: Wavelet packets, Fast Fourier Transforms, power 
quality, numerical simulation, convergence of numerical methods. 

I. INTRODUCTION 
For real-time applications, in (quasi)stationary regimes 

with smooth variation of parameters and an insignificant 
contribution of harmonics of high orders, a standard Fast 
Fourier Transform (FFT) analysis can provide data with 
an acceptable accuracy [1]. Interesting wavelet-based al-
gorithms for the harmonic analysis in power systems were 
proposed in [2]-[4]. 

Conventional Fourier based analyzing tools have some 
limitations concerning frequency and time resolutions. 
Although Wavelet Transforms (Discrete Wavelet Trans-
form - DWT and Wavelet Packet Transform - WPT) over-
come these limitations, they suffer from the problem of 
spectral leakage which is related to the choice of the 
wavelet family and the mother wavelet used in the analy-
sis. In order to minimize these errors, in [5] is presented to 
an approach to select the most suitable wavelet family and 
the most suitable mother wavelet to achieve accurate 
measurement of steady-state harmonic distortion using 
DWT. Because WPT is an extended version of DWT, the 

useful conclusions for our analysis, provided by [5], [6] 
are: in the case of low distortion levels the most suitable 
family is the ‘db’ (Daubechy) and the accuracy increases 
with increasing the wavelet order or the number of vanish-
ing moments. Wavelet Packet Transform (WPT) provides 
a uniform cover of the signal and thus its frequency reso-
lution is superior to that provided by DWT [7]. 

Our previous studies ([1], [6]) concerned with the accu-
racy of evaluating Power Quality (PQ) indices considered 
signals with constant magnitude over a sequence of peri-
ods. Special techniques must be used for the evaluation of 
PQ indices when the signals have linearly grow-
ing/decreasing magnitudes [8]. Different values are ob-
tained for the inherent errors (accompanying any numeri-
cal method). Their study is compulsory for all applica-
tions, because they are specific to every distinct opera-
tional context. For signals obtained as sinusoidal wave-
forms polluted by a single harmonic, an extended study 
was made in [8]. In this paper, this study is continued, 
such as to consider sinusoidal signals with linearly varia-
ble magnitudes, polluted by more harmonics. The final 
goal is to estimate the accuracy provided by our original 
algorithms when analyzing data acquired by our Data Ac-
quisition Systems (DAS) described in [9], which have 
been using to record and evaluate power quality indices 
for electrical waveforms acquired from power plants.  The 
mentioned DAS provide 197 samples per period (when 
providing simultaneously 8 waveforms), respectively of 
1576 samples per period for a single waveform. 

II. ALGORITHM RELATED FEATURES 
In order to improve the accuracy of analysis, spline in-

terpolations were made, generating NP equally spaced 
intervals within each interval defined by 2 adjacent sam-
ples.  NP is chosen in different ways, depending on the 
decomposition method and on the number of samples per 
period (SPP) respectively. When using FFT, NP was cho-
sen depending on SPP as follows: for SPP=197, NP=20 
and when SPP=1576, NP=3. 

In order to accomplish the WPT decomposition, two 
tree configurations were employed, relying on a Wavelet 
mother (WM) with a filter of length 40. The number of 
levels was 6 when SPP=197 and respectively 5 when 
SPP=1576. The number of calculation points (CP) is also 
variable in the WPT work frame, being computed with: 

                            dnfCP 2                                     (1) 
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where nf =4 (it represents the length of the vectors hosted 
by the tree’s terminal nodes) and d represents the tree’s 
depth (the number of levels). 

We also considered a numerical approximation of the 
total Root Mean Square (denoted by RMStn) which can be 
computed by using the samples, using a Riemann sum: 

         
T

TRMS dttfTf
0

2/1lim                       (2)   

     We used it under the form [10]: 

periodpersponcalculatioofnumber
TperiodafortvtvofcurvetheunderareaV ToverRMS int

  (3) 

In Eq. (3), v(t) is a vector obtained: (a) only from the 
acquired samples from a period, and in this case CP = 197 
when the smallest sampling rate is used; (b) as result of 
the interpolation over a period of the acquired signal (CP 
is equal to the number of all points, original plus those 
yielded by the interpolation).  

III. TECHNIQUES TO EVALUATE POWER QUALITY INDICES 
AND ERRORS ASSOCIATED TO ALGORITHMS 

A. Arithmetic averaged values for theoretic RMS values 
For our study concerned with sine waves polluted by 

harmonics, both the magnitudes of the sinusoidal signal 
(M) and respectively of the NH polluting harmonics (Hj, 
j=1...NH) have linear variations all over the sequence 
whose length is  Nper=10 periods. M was increased / de-
creased in a linear manner, along all periods. The differ-
ence between the initial and final value of M was defined 
in a percent relative manner (its absolute value belongs to 
the set of values {2.5%, 5%, 7.5%, 10%}). For a signal 
with a magnitude M increasing with 0.1, there is a correla-
tion between the initial and final values of M as follows: 
Mfinal - Minitial=Minitial  x 1.1. From this point on we will 
refer this percent increase as “gain” (G). 

From our point of view, a correct approach when deal-
ing with RMS values corresponding to the whole se-
quence should make use of the following “theoretical ref-
erence values”, defined with arithmetic averages [8]: 
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In the above formulas: Mi represents the magnitude of 
the pure sine wave (S) corresponding to its i-th syntheti-
cally generated sample;  Hi,j represents the magnitude of 
the j-th harmonic corresponding to its i-th synthetically 
generated sample and is raising with G. In Eqs. (4)...(7), 

“F” is used to denote “Fundamental”, “D” is used to de-
note “distorting”, “T” stands for “total” and “Transf” can 
be either FFT or WPT.  

B. Applying FFT and WPT in a linearly variable 
magnitude context 

When applying both FFT and WPT over the entire sig-
nals of Nper periods length, unacceptable errors were ob-
tained, mainly with respect to the value of the RMS corre-
sponding to distortions (RMSD). This made us apply both 
transforms in a “per-period” manner. That is, calculations 
were made for each period individually and finally the 
following values were computed as arithmetic averaged 
values over Nper periods [8] with X standing for F or D: 

        NperperRMSRMS
Nper

per
TransfXXTransf /

1

               (8) 

         TransfDTransfFTransfT RMSRMSRMS 22              (9) 

The compared quantities were: (a) the “node-zero” val-
ue yielded by WPT which was compared to the RMS cor-
responding to the fundamental frequency RMSF; (b) the 
“non-zero node“ value, which was compared to the RMSD 
and (c) the total RMS, denoted by RMST  . 

The definitions for these indices computed by using WPT 
are given in [11] and respectively those computed by using 
FFT are given in [12]. The counterpart definitions in the 
case when WPT is used consider the following rule: RMSF 
is calculated by using the energy of the leftmost node from 
the bottom level of the binary tree, whilst RMSD is using the 
energies of the rest of the nodes from the same level [6].   

We considered percent relative errors: 

                        100/ cct valvalvalerr                (10) 

where valt represents the theoretic values (yielded by Eqs. 
(4)...(7)) and valc represents the computed values (the 
counterpart of  valt , computed with the Eqs. (8), (9)). 

IV. PQ EVALUATION FOR SINGLE HARMONIC SIGNALS 
WITH LINEARLY VARIABLE MAGNITUDE  

   Simulations were performed with FFT and WPT for the 
slope defining the variation of M (G) following the rule: 
G=(index of test) * 2.5% , both for increasing and respec-
tively decreasing M, in a single harmonic context. Fig. 1 
[8], [13] provides graphical representations of the maxi-
mum absolute value of the percent relative error 
(MAVPRE) considering maximum 39 harmonics reaching 
at most 0.1 from the fundamental’s magnitude. The sym-
bol ‘+’ was used for the ascending slope whilst ‘o’ corre-
sponds to the descending one.  
      The highest absolute errors are associated to RMSD. 
They appear at small harmonic orders with small magni-
tudes (Fig. 2).  The following symbols were used: „M ” 
denotes “M raises”;  „M ” denotes “M falls”.   Table I 
depicts the mean values of the MAVPRE (averaged 
across all values of G.  This table reveals that the level of 
all MAVPREs is low, denoting that both methods provide 
appropriate results for practical applications. The values 
represented with italicized fonts are used to denote “bet-
ter accuracy” as compared to the other decomposition 
technique, for the same value of SPP. 
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Fig. 2. Minimum (top) and maximum (bottom) of relative percent errors 
when evaluating RMSD with FFT. SPP=197, G=10%, M falls. 

   TABLE I.                                                                                                                         
MEAN VALUES OF THE MAXIMUM ABSOLUTE VALUES OF THE PERCENT 

RELATIVE ERRORS 

PQ index 
 

mean value of 
MAVPRE 

SPP = 197 SPP = 1576 

FFT WPT FFT WPT 

RMSF M  0.0581 0.0489 0.0167 0.01 
M  0.0672 0.0573 0.0174 0.02 

RMSD M  3.8568 3.5436 3.3108 1.288 
M  3.6738 4.3108 3.2618 5.482 

RMST M  0.0604 0.0497 0.0253  0.0104 
M  0.0687 0.0586 0.0197 0.0116 

       

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
No systematic trend could be deduced from the quanti-

tative point of view. None of the methods can be declared 
superior to the other one from the MAVPRE point of 
view. With 2 exceptions, both yielded by FFT (RMSD 
computed when SPP=197 and RMST computed when 
SPP=1576), MAVPREs are higher for decreasing M as 
compared with the cases when M is raising. 

The use of more samples has advantages for both de-
composition techniques when computing RMSF and RMST 
(it reduces the associated MAVPREs by a factor of at least 
3). Yet, due to the sensibility of WPT analysis relative to 
phase differences, higher maximum absolute values for 
the percent relative errors were generated by WPT when 
more samples were used during the evaluation of RMSD, 
corresponding to certain particular phase differences. For 
the most critical case (G=10%), actually the mean value of 
the absolute values for the percent relative errors associat-
ed to RMSD was around 0, with a “peak” of 2% for the 
lowest harmonic orders with very small magnitude. 

V. STUDY OF ERRORS IN A MULTI-HARMONIC CONTEXT 
 Considering the results from Section IV, our attention 

was afterward focused on 3 test signals spanning over 10 
periods, obtained synthetically by superposing over a per-
fect sinusoid (with the magnitude M =10), sets of 4 har-
monics with randomly generated magnitudes (correlated 
to M) and respectively with randomly generated phase 
differences, as depicted by Table II. 

The ranges of harmonic orders were chosen such as to 
cover all areas of interest: the 1-st signal is polluted only 
by low odd harmonic orders (3, 5, 7 and 9), the 2-nd sig-
nal is polluted only by high odd harmonic orders (33, 35, 
37 and 39), whilst the 3rd signal is polluted with harmonic 
orders from all the range of interest from the European 
standard point of view (3, 13, 27 and 39). Similar to our 
previous studies from Section IV, M and the harmonics’ 
magnitudes were increased/decreased in a linear manner, 
along all 10 periods, considering a gain G calculated with: 
G=(index of test) * 2.5% , both for increasing and respec-
tively decreasing magnitudes. 

    
(a) (b) (c) (d) 

Fig. 1. Maximum absolute values of the percent relative error : (a) , (b) : when using FFT, SPP=197, respectively SPP=1576. (c), (d) : when using WPT, 
SPP=197, respectively SPP=1576.  
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Figs. 3 and 4 depict the percent relative errors associat-
ed to the use of FFT, respectively WPT. The left column 
corresponds to positive values of G and the right column 
is dedicated to the negative ones. The symbol ‘+’ depicts 
the results for SPP=197 whilst ‘o’ is used for SPP=1576. 
   Table III depicts the mean values of the absolute per-
cent relative errors, averaged across all values of G.    
Similar to the single-harmonic case, for the multi-
harmonic pollution the greatest errors are associated the 
evaluation of RMSD. Another similarity is related to the 
“descending over ascending slope” comparison. In all 
cases, higher errors were recorded for the descending 
slope, irrespective to the method used for analysis. 
   Usually WPT provides slightly lower errors (see the 
italicized fonts). In only 8 out of 72 cases (see the bolded 
fonts), the FFT yielded slightly smaller errors. All of 
them are associated to RMSd.  

The magnitudes of errors in all cases are very low, 
highly acceptable for industrial applications. Moreover, 
they did not exceed the maximal values evaluated during 
the single-harmonic study. 

VI. STUDY ON REAL DATA 
The next step was to perform analysis over real data, 

acquired from a test stand. Data correspond to a driving 
system using a chopper and a DC motor. The 1st set of 
real data corresponds to unfiltered currents (Fig. 5). The 
2nd set of real data (Fig. 6) contains currents with reduced 
harmonic content, but with a “zig-zag” variation of magni-
tudes (alternately fallings/risings of signal’s magnitude). 
The sampling frequency was 19200 Hz.   
   For a global picture, data were also analyzed consider-
ing the reversed order, the final goal being to address both 
the  “ascending”  specific  and  respectively  “descending 

   
(a) (b) (c) 

Fig. 3. Percent relative errors yielded by the FFT analysis. (a) – low harmonic orders; (b) high harmonic orders; (c) mixed harmonic orders.  
 

   
(a) (b) (c) 

Fig. 4. Percent relative errors yielded by the WPT analysis. (a) – low harmonic orders; (b) high harmonic orders; (c) mixed harmonic orders.  

 
 

TABLE II.                                                                                                                                                             
CHARACTERISTIC FEATURES OF THE SYNTHETIC WAVEFORMS  USED FOR TESTS -  MULTI-HARMONIC CASES 

Synthetic 
waveform 

index 

Harmonic orders Harmonic magnitudes [% from the magni-
tude of the pure sine wave] Phase differences of harmonics [rad.] 

1-st  2-nd  3-rd  4-th  1-st. 2-nd. 3-rd  4-th 1-st  2-nd 3-rd 4-th  
1 3 5 7 9 13 3.5 2.8 0.7 -2.2 -1.56 2.14 -1.54 
2 33 35 37 39 7.7 0.63 0.09 0.8 0.24 3.12 -2.65 -0.36 
3 3 13 27 39 4.9 0.49 0.35 0.02 0.19 1.75 2.73 -2.32 
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TABLE III.                                                                                                                        
MEAN VALUES OF PERCENT RELATIVE ERRORS (ABSOLUTE VALUES) 

 

PQ index 
mean value of 

MAVPRE 

SPP = 197 SPP = 1576 

FFT WPT FFT WPT 

Lo
w

 h
ar

m
on

ic
 

or
de

rs
 

RMSF M  0.0495 0.0425 0.0090 0.0013 
M  0.0696 0.0627 0.0180 0.0079 

RMSD M  0.0399 0.0684 0.0369 0.0295 
M  0.2106 0.1151 0.1663 0.1834 

RMST 
M  0.0487 0.0380 0.0077 0.0022 
M  0.0754 0.0648 0.0240 0.0151 

H
ig

h 
ha

rm
on

ic
 

or
de

rs
 

RMSF M  0.0549 0.0448 0.0141 0.0057 
M  0.0676 0.0575 0.0157 0.0073 

RMSD M  0.1764 0.1911 0.0330 0.0233 
M  0.1964 0.2099 0.0043 0.0055 

RMST 
M  0.0526 0.0425 0.0142 0.0059 
M  0.0650 0.0549 0.0156 0.0072 

M
ix

ed
 h

ar
m

o-
ni

c 
or

de
rs

 RMSF M  0.0570 0.0429 0.0159 0.0057 
M  0.0687 0.0547 0.0165 0.0055 

RMSD M  0.0241 0.3206 0.0553 0.0233 
M  0.1149 0.2294 0.1487 0.0073 

RMST 
M  0.0562 0.0457 0.0152 0.0059 
M  0.0668 0.0565 0.0148 0.0072        

 
specific features. 

 An interesting aspect is related to the invariance of re-
sults yielded by FFT with respect to the sense of variation 
(identical values were obtained at magnitude’s raising and 
falling respectively). Small differences were instead re-
vealed in particular cases by the WPT analysis. 

Tables IV and V gather the results of the joint analysis. 
The differences between the results yielded by different 
methods (FFT, WPT and Riemann sum) are evaluated in a 
percent relative manner. For example the difference “FFT 
vs WPT” is given by: 

        100/ FFTWPTFFT valuevaluevalue                (11) 

    For the 1-st set of real data, all methods provide al-
most identical values for all types of RMS. Because the 
method relying on Riemann sums provides the most accu-
rate value for RMST when considering the theoretical ap-
proach, one can deduce that the phenomenon of “spectral 
leakages” is faced by both FFT and WPT methods. Fortu-
nately the errors associated to it are very small. 

  For the 2-nd set of real data, WPT is less affected by 
the spectral leakage phenomena. On the other hand, an 
over-evaluation of RMST can be noticed when FFT is 
used, but for both methods the errors are lower than those  

 
  Fig. 5. Phase current from the 1-st set of real data. 

 
Fig. 6. Phase current from the 2-nd set of real data. 

associated to the 1-st set of data. 
The opposite signs of errors associated to RMST are in 

correlation with the significant percent relative differences 
noticed between the values of RMSD yielded by FFT and 
WPT, mainly for the current flowing through the 1-st 
phase. The explanation for them might rely on 2 reasons: 
- both FFT and WPT can yield positive, respectively nega-
tive errors when evaluating RMSD which are higher for low 
harmonic orders with low harmonic magnitudes. They do 
not occur at the same phase difference and therefore the ef-
fects can add, providing differences for counterpart values; 
- FFT is more affected by the non-symmetry between the 
1-st and 2-nd half-period of the same period and this kind 
of non-symmetries are frequently noticed in the wave-
forms from the 2-nd set of data. 
    Yet, considering the small absolute values of the dis-
torting residues these differences should not be a concern 
with respect to the accuracy provided by both methods.  

VII. CONCLUSIONS  
When dealing with harmonically polluted signals in the 

context of variable magnitudes, test signals must be gen-
erated synthetically such as to simulate as accurate as pos-
sible the real signals for which the PQ analysis will be 
performed by using algorithms with clear specifications 
relative to the internal data structures and sampling ratios. 
By varying in a systematic manner the harmonic orders 
and magnitudes, the phase differences and the value of the 
slope associated to the magnitude variation it is possible to 
estimate the level of maximum absolute values of the per-
cent relative errors (MAVPRE) associated to the evalua-
tion of the most important RMSs.  

In a single harmonic work frame, the representations of 
MAVPRE revealed interesting aspects: 
- none of the methods can be declared superior to the other 
one from the MAVPRE point of view; 
- the level of all MAVPREs is low; 
- usually MAVPREs are higher for decreasing M ; 
- unlike the case when M raises, when M falls the behavior 
of MAVPREs is more predictable; 
- the 3D representations revealed that the most significant 
errors appear when evaluating RMSD; 
- a better sampling ratio is always beneficial from the 
point of view of evaluating with better accuracy RMSF and 
RMST. For certain combinations of phase differences it 
can instead result into higher MAVPREs associated to 
RMSD, mainly when WPT is used.  
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    The tests on randomly generated multi-harmonic pollu-
tions revealed that: 
- the greatest errors are associated to RMSD; 
- another similarity to the single harmonic cases is related 
to the “descending over ascending slope” comparison. In 
all cases, higher absolute errors were recorded for the 
descending slope, irrespective to the method ; 
- usually WPT provides slightly lower errors. All excep-
tions are associated to RMSd; 
-   the magnitudes of errors in all cases are very low, 
highly acceptable for industrial applications. Moreover, 
they did not exceed the maximal values evaluated during 
the single-harmonic study. 

For the 1-st set of real data, all methods provide almost 
identical values for all types of RMS. The phenomenon of 
“spectral leakages” is faced by both FFT and WPT meth-
ods. Fortunately the errors associated to it are very small.    

For the 2-nd set of real data, WPT is less affected by the 
spectral leakage phenomena. On the other hand, an over- 
evaluation of RMST can be noticed when FFT is used, but 
for both methods the errors are lower than those associat-
ed to the 1-st set of data. The opposite signs of errors as-
sociated to RMST are in correlation with the significant 
percent relative differences noticed between the values of 
RMSD yielded by FFT and respectively WPT, mainly for 
the current flowing through the 1-st phase. 

  A final conclusion is relative to the good practice of 
applying any of the analyzed transform in a per-period 
manner and performing arithmetic averages.   
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TABLE  IV.                                                                                                                                                             
VALUES YIELDED BY FFT AND WPT ANALYSIS AND PERCENT RELATIVE DIFFERENCES FOR THE FIRST SET OF REAL DATA 

 

 
Current 

 
PQ 

index 

RMSD RMSF RMST 

FFT 
[A] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

FFT 
[A] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

Riemann 
[A] 

FFT 
[A] 

FFT 
vs R 
[%] 

 

DWT  
[A] 

DWT  
vs R 
[%] 

DWT  
[A] 

DWT  
vs R 
[%] 

I1 26.97 26.95 0.07 26.96 0.04 32.86 32.81 0.15 32.82 0.12 42.89 42.51 0.89 42.46 1.00 42.47 0.98 
I2 27.69 27.67 0.07 27.67 0.07 34 33.97 0.09 33.97 0.09 44.26 43.86 0.90 43.81 1.02 43.81 1.02 
I3 27.00 26.99 0.04 26.99 0.04 32.96 32.96 0.00 32.96 0.00 43.04 42.61 1.00 42.60 1.02 42.60 1.02 

 

TABLE  V.                                                                                                                                                              
VALUES YIELDED BY FFT AND WPT ANALYSIS AND PERCENT RELATIVE DIFFERENCES FOR THE SECOND SET OF REAL DATA 

Current 
 
PQ 

index 

RMSD RMSF RMST 

FFT 
[A] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

FFT 
[A] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

DWT  
[A] 

FFT vs 
DWT  

[%] 

Riemann 
[A] 

FFT 
[A] 

FFT 
vs R 
[%] 

 

DWT  
[A] 

DWT  
vs R 
[%] 

DWT  
[A] 

DWT  
vs R 
[%] 

I1 4.55 3.86 15.16 3.74 17.80 69.44 69.4 0.06 69.4 0.06 69.52 69.58 -0.09 69.51 0.01 69.51 0.01 
I2 4.29 4.17 2.80 3.8 11.42 70.99 70.95 0.06 70.98 0.01 71.09 71.12 -0.04 71.08 0.01 71.08 0.01 
I3 4.89 4.39 10.22 4.73 3.27 69.27 69.27 0.00 69.25 0.03 69.42 69.44 -0.03 69.41 0.01 69.41 0.01 
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Abstract - This paper is focused on the transformation of a 
classical DC-traction substation with twelve-pulse uncon-
trolled rectifier into an active traction substation by adding 
a dedicated system for active filtering and regeneration 
called SISFREG. The connection of SISFREG to the AC-
side is performed in the primary of the traction transformer 
via a passive coupling filter and a recovery transformer, 
whereas an active separating circuit ensures the connection 
to the DC-traction line. The new functions added to the DC-
traction substation lead to the increasing the energy effi-
ciency of the whole system in both traction and braking 
regimes of the vehicles’ traction motors. The control of the 
current provided by the shunt active filter, which is the 
main component of SISFREG, is achieved in indirect mode, 
by means of the current upstream the point of common cou-
pling. In the generation of the set current, the concepts of 
the Fryze-Buchholz-Depenbrock theory are implemented. 
Thus, an active current is always imposed at the power sup-
ply side and the current control loop guarantees almost si-
nusoidal current and global unity power factor. A complex 
Simulink model of the whole system, including facilities for 
energetic analysis, has been developed and the simulation 
results show good performances in both steady-state and 
dynamic regimes. 

Keywords: FBD theory, energy efficiency, DC traction, active 
substation, braking energy recovery, active filtering. 

I. INTRODUCTION 
In the classical DC-traction substations, the existence of 

the uncontrolled rectifiers to feed the DC-traction line has 
the effect of current harmonic pollution in the AC power 
supply and low power factor. Besides the problems in the 
power quality area, there is a huge waste of energy be-
cause of the non-receptivity of the traction power systems 
for the regenerative energy during the braking regime of 
the traction motors. 

In order to increase the energy efficiency in the DC-
traction substations, several solutions are reported in the 
literature, involving the use of specific static converters, 
such as static VAR compensators and active power filters 
[1]-[12].  

The flexible and performant shunt active power filter 
(SAPF) is the most common solution to improve the pow-
er quality in traction regime [3]-[6]. As the control algo-
rithm is a key factor, different approaches were formulat-
ed, most of them based on synchronously rotating refer-
ence frame [3], direct power control [4], or the so-called 
p-q theory of the powers [5].  

On the other hand, in order to send the energy resulted 
during the braking regime into the power supply, the bidi-

rectional power flow between the DC and AC networks 
must be ensured. To transform the existing DC-traction 
substations into reversible substations, controlled convert-
ers should be used instead of diode rectifiers [7], [8].  

Additional capabilities can be obtained for the DC-
traction substation by connecting a regeneration system to 
the already existing traction transformer, in parallel with 
the diode rectifier. In [9], a voltage source inverter is cou-
pled in the traction transformer secondary and, on the DC-
side, a boost chopper is inserted.  

In this paper, the attention is directed to the control sys-
tem of an active DC-traction substation with 12-pulse di-
ode rectifier which is obtained by adding a SAPF, together 
with proper connecting circuits, between the catenary line 
and AC-line [10]-[12]. Both the improvement of the pow-
er quality and the reuse of the kinetic braking energy are 
allowed. 

The remaining paper is organized as follows. Section II 
describes the structure of the system, including the control 
part. The next section introduces the Fryze-Buchholz-
Depenbrock (FBD) theory as a tool for current decompo-
sition and its application in the generation of the reference 
current. In Section IV, the conceived Simulink model of 
the whole active DC-traction substation is presented. The 
performances of the system for active filtering and regen-
eration in terms of power quality aspects and energy effi-
ciency are then illustrated. The main conclusions and fur-
ther research are emphasized at the end of the paper. 

II. CONFIGURATION OF THE ACTIVE DC-TRACTION 
SUBSTATION 

As shown in the left side of Fig. 1, the existing DC-
traction substation consists of the traction transformer 
(TT) with wye and delta connections in the two secondary 
windings and a 12-pulse diode rectifier.  

The system for active filtering and regeneration named 
SISFREG is conceived around a SAPF to allow the regen-
eration of the braking energy and to lead to an almost uni-
ty power factor during traction regime [10]-[12]. It is con-
nected in parallel with the existing traction substation and 
coupled to the AC power supply by means of a recovery 
transformer.  

It must be mentioned that, by connecting the SAPF di-
rectly in the secondary of the traction transformer, the 
magnitude of the voltage in the point of common coupling 
(PCC) would be too high compared to the voltage on the 
DC-side. A correct correlation between the two voltages is 
required in order to avoid an injected current of poor qual-
ity [13]. 
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Fig. 1. Structure of the active DC-traction substation with twelve-pulse uncontrolled rectifier. 

Indeed, the magnitude of the AC voltage in the traction 
transformer secondary ( sU2 ) can be expressed as a 
function of the no-load average voltage at the output of the 
12-pulse rectifier (UDC0) as follows [14]: 

 00 05.1
3

2 DCDCs UUU . (1) 

On the other hand, taking into account a voltage drop in 
the rectifier’s output circuit of about 5 %, the no-load av-
erage voltage can be expressed by highlighting the rated 
DC voltage (UDCN) as follows: 

 DCNDC UU 05.10 . (2) 

Consequently,  

 DCNs UU 1.12 , (3) 

revealing the need of either decrease the voltage in PCC 
or increase the voltage on the DC-side. 

By adopting an interface filter of third order (LCL type) 
provided with damping resistance, the behavior of the 
system against the high order switching harmonics is im-
proved [15], [16]. 

As shown in Fig. 1, a separating circuit consisting of 
diode Ds and inductances Ls ensures the connection to the 
DC-traction line. In this manner, the natural transition 
between the active filtering and regeneration regimes is 
guaranteed and a correct dynamics of the current is en-
sured [12]. 

In the control part, the measured quantities are: the 
voltage across the compensation capacitor of SAPF (uCf), 
the voltages in PCC (uA,B,C), the supply currents upstream 

PCC (isA,B,C) and the currents in the traction transformer 
primary (iLA,B,C). 

As illustrated in the principle control scheme of Fig. 2, 
the control of the current injected into PCC by SAPF via 
the recovery transformer is performed in indirect mode, by 
means of the current upstream PCC. Thus, the measuring 
of the SAPF’s currents is not required. 

First, the prescribed voltage on the DC-side must be en-
sured by an active component of the current provided at 
the output of voltage controller (isru) [17]. The measured 
voltages in PCC are needed too, to generate the shape of 
these currents. 

On the other hand, to improve the waveform of the cur-
rent drawn from the power supply in traction regime and 
compensate the reactive power, the associated component 
of the reference current (isrc) is generated according the the 
FBD-theory concepts. Detailed information are given in 
Fig. 3 and next section.  

It must be noticed that, during the operation in regener-
ation mode, the traction rectifier is blocked due to the in-
creased voltage on the DC-side and, consequently, only 
reference current isru exists. 

 
Fig. 2. Simplified structure of the control block. 
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Fig. 3. Detailed structure of the control block based on FBD-theory concepts. 

III. FRYZE-BUCHHOLZ-DEPENBROCK THEORY - A TOOL 
FOR CURRENT DECOMPOSITION 

The mathematical foundation of the so-called Fryze-
Buchholz-Depenbrock theory attracted the researchers’ 
attention in the field of the shunt active power filters con-
trol. Concretely, the algorithm of the compensating cur-
rent generation includes the current components defined in 
the FBD theory [2], [18]-[22].  

The FBD time-domain theory was originally proposed 
in 1931 by S. Fryze for single-phase circuits, and then 
successively enhanced by F. Buchholz (in 1993) and M. 
Depenbrock (in 1993) [19], [23]. 

In accordance with FBD theory, the active components 
of the currents in the traction transformer primary are cal-
culated as follows: 

 AeLaA uGi ;   BeLaB uGi ;   CeLaC uGi ,  (4) 

where Ge is the equivalent conductance, 

 2U
PGe . (5) 

The quantities used in expression (5) denote: 
- the square of the collective rms voltage in the three-

phase system, 

 
t

Tt
dtu

T
U 22 1 ,  (6) 

where the collective instantaneous voltage (u ) is: 

 222
CBA uuuu ;  (7) 

- the collective active power (P ), 

 
t

Tt
dtp

T
P 1 , (8) 

where the collective instantaneous power (p ) is:  

 LCCLBBLAA iuiuiup . (9) 

As shown in Fig. 3, 2U  and P  can be calculated by 
means of low pass filters (LPFs) as the DC components of 
the associated instantaneous quantities. 

The remaining components of the currents in the prima-
ry of the traction transformer are non-active components, 
i.e.: 

 LakLkLnk iii ;   k = A, B, C. (10) 

From the compensation point of view, the active com-
ponents given in (4) are the reference currents and the 
non-active components given in (10) are related to the 
compensating currents, that is: 

 LaAsrcA ii ;   LaBsrcB ii ;   LaCsrcC ii ; (11) 

 LnAFrA ii ;   LnBFrB ii ;   LnCFrC ii . (12) 
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IV. SIMULINK MODEL OF THE ACTIVE DC-TRACTION 
SUBSTATION 

The entire active DC-traction substation has been mod-
eled under the Matlab-Simulink environment (Fig. 4). The 
active currents calculation is implemented in the block 
“FBD”, whereas “Control block” includes the voltage and 
current control loops and provides the gating signals for 
the the inverter’s IGBTs.  

The model of the existing traction substation with 12-
pulse parallel rectifier DC-traction contains a Y/y/d trac-
tion transformer of rated power of 3.2 MVA and 1.2 kV in 
each secondary and the two uncontrolled bridge rectifiers 
connected by reverse magnetically coupled inductances. 
The rated voltage of the DC traction line is 1500 V. 

The Y/y recovery transformer has the rated power of 
2.2 MVA and the rated voltages of 820 V/ 33 kV. 

Both the compensation capacitor of 100 mF and the 
separating circuit (Ls = 40 µH) are included in the block 
“DC-link”. 

As regards the DC-traction line, during the traction re-
gime,it behaves as an active load with a back electromo-
tive force corresponding to the operation speed, an equiva-
lent resistance and an equivalent inductance. In regenera-
tion mode, the maximal DC-line voltage is maintained and 
a constant acceleration is imposed, so that the DC-line 
current is constant. 

The LCL interface filter with damping resistance is 
characterized by L1=21.5 µH; L2=0.21 mH; CF=29 µF; 
RF=4.3 . 

In the voltage control loop, the proportional constant 
and integrative time constant of the PI controller are: 
Kp=14.07; Ti=7.89·10-4 s. A hysteresis band (0.5 A) cur-
rent controller regulates the current upstream PCC. 

V. PERFORMANCE OF THE ACTIVE DC-TRACTION 
SUBSTATION 

The developed model for the DC-traction substation 
(Fig. 4) has been used to verify the proper operation of the 

whole system through simulation. Moreover, the perfor-
mance of SISFREG has been assessed in both operation 
regimes of the system. 

As shown in Fig. 5, the operation in traction regime of 
the traction substation occurs till t=0.4 s. During the first 
time interval (about 0.14 seconds), the DC-capacitor is 
charging and reaches the set value of 1783V (i.e. about 10 
% higher than UDC0), which is maintained during the 
whole operation period. At t=0.4 s, the transition to the 
regeneration regime is correlated with the increase of the 
DC-line voltage. A constant acceleration is imposed, so 
that the DC-line current is constant and the maximal DC-
line voltage is handled (maximal 1800 V). The overshoot 
of DC-line is below 3%. It can be seen that, when the sys-
tem passes again into the filtering regime (t=0.55 s), the 
overshoot is higher (below 20%). Fig. 6 shows the nonsi-
nusoidal currents drawn by the traction transformer from 
the power supply during the traction regime.  

The associated harmonic distortion factor factor (THD) 
is of about 11.91%. This value is determined mainly by 
the presence of harmonics up to order 37 (Fig. 7). There is 
a small amount of reactive power, so that the global power 
factor is of about 0.988. 

The collective active power and equivalent conductance 
calculated in accordance with the FBD theory (Fig. 8) lead 
to the active and non-active components of the current 
illustrated in Figs. 9 and 10.  

 
Fig. 5. The DC-line voltage (in blue) along with the compensation ca-

pacitor voltage (in black) and its set value (in green). 

 
Fig. 4. The Simulink model of the active DC-traction substation with twelve-pulse uncontrolled rectifier.. 
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As expected, the active components of the current in the 
traction transformer primary are sinusoidal (Fig. 9). 

The distorted non-active components of the three cur-
rents (Fig. 10) will be the currents needed to be injected in 
PCC in order to compensate the harmonic distortion and 
reactive power. 

As it can be seen in Figs. 5 and 11, the voltage control 
circuit succeeds in keeping this prescribed voltage across 
the compensation capacitor, which is imposed to be by 10 
% higher than UDC0.  

When looking at the currents upstream PCC in traction 
regime (Fig. 12), their waveforms are almost sinusoidal 
(THD = 2.62 %) and the harmonic content hardly can be 
seen (Fig. 13), which confirms the operation of SISTREG 
in active filtering mode. The active filtering efficiency, in 
terms of ratio of THD values before and after compensa-
tion, is of about 4.5. 

Moreover, by compensating the reactive power in addi-
tion to the current harmonics, the power factor becomes 
very close to unity (PF = 0.999). 

The waveforms of the three currents in phase A of PCC 
(Fig. 14) confirm once again the proper operation of the 
active DC-traction substation during the traction regime. 

 
Fig. 6. Currents and voltage on phase A in the TT’s primary. 

 
Fig. 7. Harmonic spectrum (p.u.) of the current in the TT’s primary. 

 
Fig. 8. Collective active power and equivalent conductance. 

 
Fig. 9. Active components of the currents and voltage on phase A in the 

TT’s primary. 

 
Fig. 10. Non-active components of the currents in the TT’s primary. 

 
Fig. 11. Voltage across the compensation capacitor and its set value. 

 
Fig. 12. Currents and voltage on phase A upstream PCC during the 

operation in traction regime. 

 
Fig. 13. Harmonic spectrum (p.u.) of the current upstream PCC during 

the operation in traction regime. 
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Fig. 14. Currents in phase A of PCC and phase voltage during the op-

eration in traction regime. 

When the transition to the braking regime occurs (t = 
0.4 s), due to the DC-line voltage increasing (Fig. 5), the 
separating diode Ds is forward biased and the traction rec-
tifier is blocked. SISFREG operates in regeneration mode.  

The waveform of the current in the traction transformer 
primary when the system operates in successive regimes 
of traction and regeneration illustrates the blockage of the 
traction rectifier in traction regime (Fig. 15). 

In order to track the reference current whose compo-
nents are shown in Fig. 16, SISFREG injects a proper cur-
rent in PCC (Fig. 17). Fig. 16 illustrates that, during the 
active filtering regime of SISFREG, the component isru of 
the prescribed active, which comes from the output of the 
voltage control block and corresponds to the power losses 
covering, represents about 5.7 % of the prescribed active 
component isrc provided by the FBD-based reference cur-
rent calculation block. 

As shown in Fig. 18 and Fig. 19, the resulted supply 
current upstream PCC is almost sinusoidal in both steady-
state regimes and it has the same phase as the supply volt-
age.  

As it is clear from Fig. 18, during the regeneration 
mode, there is a phase-opposition between the currents 
upstream PCC and the associated voltages.  

 
Fig. 15. Current on phase A in the primary of traction transformer when 
the system operates in successive regimes of traction and regeneration. 

 
Fig. 16. The two components of the reference current on phase A during 

two successive regimes: isrcA (in black); isruA (in blue). 

 
Fig. 17. Current on phase A injected by SISFREG in PCC when the 
system operates in successive regimes of traction and regeneration. 

 
Fig. 18. Currents (thick line) and phase voltages (thin line) on phases A 
(in black) and B (in red) upstream PCC during two successive traction 

and regeneration regimes. 

 
Fig. 19. Current on phase A upstream PCC when the system operates in 

successive regimes of traction and regeneration. 

The active power at the power supply side shown in 
Fig. 20 highlights the injection of a significant amount of 
active power during the regenerative braking regime of 
the traction motors. 

Figs. 5, 15, 17 and 19 illustrate a more lasting dynamic 
regime when SISFREG passes from regeneration mode to 
active filtering mode, compared to the reverse transition.  

 
Fig. 20. Active power at the power supply side during the traction and 

regeneration regimes. 
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VI. CONCLUSIONS 
The model-based analysis performed in this paper 

shows that the current decomposition provided by the 
Fryze-Buchholz-Depenbrock theory can be successfully 
used in the control of an active DC-traction substation 
with 12-pulse uncontrolled rectifier, when the indirect 
control of the current is adopted.  

The complete Matlab-Simulink model of the system has 
been developed and the simulation conducted for the op-
eration in successive regimes of traction and regenerative 
braking accompanied by power quality analysis show the 
proper behavior and good energetic performances.  

Specifically, there is an almost sinusoidal current at the 
power supply side, whose harmonic distortion factor is 
below 3 % in both operation regimes and almost unity 
power factor is achieved. Thus, the supply current is with-
in the limits stipulated in the IEEE-519 recommendations 
[24]. 

Moreover, the natural transition between the two opera-
tion regimes is ensured.  

In the further research, the proposed control algorithm 
will be implemented on a dSPACE control board working 
under Matlab/Simulink environment, within an experi-
mental setup of small scale. 
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Abstract - This paper focuses on the frequency splitting and 
bifurcation phenomena that appear in the wireless power 
transfer systems. These two phenomena are analyzed for 
different possible configurations of the magnetically coupled 
circuits of the system, through electric circuit methods and 
mathematical calculus. Considering two printed spiral coils 
with similar geometrical properties, the study started with a 
calculus of the splitting frequency. It was made for the 
series-series connection, but also for series-parallel, parallel-
series and parallel-parallel connections. The graphical 
representations of the load voltage as function of the 
frequency revealed that this phenomenon is visible only for 
the series-series and series-parallel connections; even if one 
or two peaks appear in all cases they are not directly 
connected to the frequency splitting phenomena, 
respectively to the spitting factor. The bifurcation 
phenomenon is analyzed starting from the bifurcation 
equation defined for the input admittance of the wireless 
power transfer system. The four types of configurations are 
analyzed from the graphical representations of the 
imaginary part of the admittance as function of the 
frequency. Because an important factor in the frequency 
splitting and bifurcation phenomena appearance is the ratio 
between the input resistance and the load resistance, in the 
last part of the paper the splitting coupling factor as 
function of the input resistance - load resistance ratio is 
depicted. The paper brings new contributions in the field 
through a comparative study on the frequency splitting and 
bifurcation phenomena for all the four types of 
configuration of the wireless power transfer systems. 
Through mathematical calculations, formulas for estimating 
the frequency (angular frequency) of occurrence of each 
phenomenon are obtained. The results are validated by 
comparative simulations related to a system of identical 
spiral coupled coils. The results of the analysis were 
commented comparatively and some conclusions could be 
drawn. 

Keywords: inductive power transmission, circuit analysis, 
equivalent circuits, splitting and bifurcation phenomena. 

I. INTRODUCTION 
Frequency splitting and bifurcation phenomena were 

often mentioned in the context of the studies, analyzes and 
applied researches that had as subject the wireless power 

transfer (WPT) systems [1–19]. Many researchers have 
approached tangentially or deeply this topic, trying to 
explain the theoretical and practical consequences of the 
occurrence of these phenomena, with their advantages and 
disadvantages. The researches have focused mostly on the 
series-series connection, but lately other types of 
connections were analyzed, too in order to identify the 
best option. 

It is already known now that the frequency splitting 
phenomenon appears at the magnetically coupled circuits 
when the coupling factor exceeds a certain critical value 
called the splitting factor. It is characterized by the fact 
that in the curves of some output quantities (load voltage, 
active power load, etc.) represented as functions of the 
frequency there is not a single point of maximum (peak), 
but two. In most of the cases they have different values 
(the first peak is higher than the second one). The regions 
of the curve bounded by the two peaks are called in 
literature [2, 3, 12, 18]: the low frequency region, the 
stagger tuning region and the region of high frequencies. 
The part of the curve situated between the two peaks (the 
stagger tuning region) proved to be useful to maintain 
constantly the voltage transfer factor in the applications 
characterized by variable load or by inconstant distance 
between the coils [19]. The high frequency region is 
preferred for the output voltage controlling [2, 5, 13]. The 
WPT system behavior under the frequency splitting 
phenomenon should be well known in order to ensure an 
optimum power transfer from the source circuit to the 
receiver circuit. Thus it was observed that the energy 
transfer is much more efficient if the two circuits operate 
at the same frequency (resonant circuits) [7 – 9, 11]. 

If the frequency splitting phenomenon characterizes the 
output quantities of the WPT system, the frequency 
bifurcation phenomenon is related to the input quantities 
of the system (either input impedance or input 
admittance). Each bifurcation angular frequency is an 
operating mode of the system. These modes could be 
stable or unstable. Each operating mode has its own 
transfer characteristics [18]. 

This paper has proposed to explore new aspects 
concerning these two phenomena that may occur in the 
WPT systems. For the frequency splitting phenomenon 
the attention was concentrated on finding the splitting 
frequencies / angular frequencies through a mathematical 
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calculus. The finding of the extreme points was not made 
for the load active power - frequency curve as in other 
previous papers [18], but for another output quantity, i.e. 
output voltage (load voltage). As for the frequency 
bifurcation phenomenon, the analysis was centered on the 
variation with the frequency of the imaginary part of the 
input admittance, and not of the input impedance as it is 
treated generally in the literature. The analyses were made 
for all the possible configurations of the WPT system: 
series-series, series-parallel, parallel-series, and parallel-
parallel. Finally the paper presents some aspects regarding 
the variation of the splitting coupling factor as function of 
the ratio between the load resistance and the input 
resistance. The comparative graphical representations 
made in each case have revealed the different behavior of 
the system for different configurations and for various 
values of the coupling factor. Some important conclusions 
were drawn in the end of the work. 

II. SYSTEM PARAMETERS 
The system used for the analysis consists of two 

identical printed spiral coils having the inner radius ri = 
3.3 mm, the coil width l = 22.8 mm, the distance between 
two consecutive turns (the pitch) p = 1.2 mm, the copper 
section area s = 1.2x0.8 = 0.96 mm2, the coil mean radius 
rm = ri + l/2 = 14.4 mm and the number of turns N = 10 
(Fig. 2) [18]. A part of its electrical parameters could be 
determined on the basis of some approximate formulas 
[20]. However, in order to estimate as accurately as 
possible all the parameters of interest we preferred to 
make a numerical calculation using the program ANSOFT 
EXTRACTOR Q3D [21]. Choosing a distance between 
coils d = 50 mm and the frequency f = 5 MHz we 
obtained: C1 = 1.1785 nF; C2 = 1.18 nF; L1 = 2.3172 H; 
L2 = 2.3098 H; M = 0.8775 H; R5 = RL1 = 0.5971  and 
R6 = RL2 = 0.57186 . These parameters allowed 
obtaining the equivalent circuit of the system in the 
parallel-series (ps) configuration (Fig. 1). On its base the 
other connection types of the equivalent diagram can be 
obtained relatively easily: series-series (ss), series-parallel 
(sp) and parallel-parallel (pp). The source has the rms 
value Ei = 15 V and the internal resistance R7 = Ri = 1.5 , 
and the load has the resistance R8 = RL = 30 (a resistive 
load).  

 
Fig. 1. The equivalent circuit of a WPT system  - configuration ps. 

 
Fig. 2.  Printed coils. 

III. THE ANALYSIS OF THE FREQUENCY SPLITTING 
PHENOMENON 

The frequency splitting phenomenon is related to the 
appearance of two peaks instead of one in the dependence 
curve of an output quantity (active power load, load 
voltage, the absolute value of the voltage transfer factor, 
etc.) on the frequency, when the coupling factor k exceeds 
a certain critical value called frequency splitting coupling 
factor, ksplit. Therefore ksplit is the maximum value of the 
coupling factor up to which the frequency splitting 
phenomenon does not appear [18]. Sometimes the two 
peaks have almost the same value, but there are cases 
when the first peak has a value higher than the second 
one. In the coupled modes theory the frequency 
corresponding to the first peak is called the odd splitting 
frequency and the frequency corresponding to the second 
maximum value is called the even splitting frequency [2, 
13, 18]. 

As output quantity in the study of the frequency 
splitting phenomenon we considered further the load 
voltage UL. The condition for finding the extreme points 
of the load voltage - frequency (angular frequency) curve 
is 

 0LU
 (1) 

named the splitting equation [2, 13]. 
The points of maximum will correspond to some roots 

of this equation. 
Obviously the equation (1), where the unknown is the 

angular frequency , has its coefficients dependent on the 
circuit parameters (i.e. capacitances, inductances and 
resistances, as in Fig. 1) and also on the coupling factor k.    

As a remark we could notice that its free term has 
always a negative value. Also, the final structure of (1) 
allows the replacement of the term 2  with y. Because 
the load voltage - angular frequency curve must have a 
single peak, the equation (1) must have only one real root. 

Equation (1) takes different forms depending on the 
connection type considered, as it will be seen below. 

A. Series-Series Connection 
The equation (1) becomes a 4th degree equation in y 

( 2y ) in the form [18] 

 024 dcybyay , (2) 

where a, b, c and d depend on the electrical parameters of 
the circuit, and 0d . 

Because only one maximum is wanted, the equation (2) 
must have three equal real roots:  y1 = y2 = y3 = ye  [4, 18]. 
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Thus, using the Vieta's formulas [22], we obtained the 
system: 
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from which we obtained 

 .0
4
33and

4
3 4

a
d

b
c

b
cye  (4) 

In order to obtain the coupling factor ksplit that 
determines a single peak for the load voltage UL curve, 
from (4) we obtained the solution: 

 
b
c

sssplit 4
3

_ , (5) 

that depends on the coefficients of the equation (2). 

B. Parallel - Series Connection 
In this case the general equation (1) takes the form 

 034 dcybyay , (6) 

with 0d . 
A condition similar to the previous one is put also in 

this case (three real roots equal to ey ), to obtain a single 
maximum. Vieta's relations [18, 22] lead now to the 
conditions: 

 .016and04,
2

3423 dabcab
a

bye  (7) 

From (7) we searched for a solution in order to find a 
minimum value of the coupling factor ksplit that ensure a 
single maximum for the load voltage UL curve. 

By replacing the coefficients in the last two relations (7) 
by their expressions (functions of electric parameters and 
coupling factor 21/ LLMk ) two equations in k are 
obtained. The common solution of these two equations 
that determines a minimum coupling factor has the 
expression [18] 

 
a

b
pssplit 2_ . (8) 

C. Series - Parallel Connection 
This case offers, from (1), an equation similar to (6), 

obviously with different expressions for its coefficients a, 
b, c and d. So the solution (8) is valid also for this 
connection. 

D. Parallel - Parallel Connection 
The equation (1) becomes in this case a 4th degree 

equation in y in the form [18] 

 0234 dcybyay ,  (9) 

where 0d . 
Similarly the condition of having three equal positive 

real roots together with the Vieta's formulas [18, 22] lead 
to the relations 

   0827  and 0329  ,
8
3 3442 dabacb
a
bye  (10) 

So the common solution of the last two equations (10) 
that determines a minimum coupling factor has the 
expression 

 
a
b

ppsplit 8
3

_ . (11) 

As a general remark we could found that formally the 
equations obtained for each case and thus their solutions 
are similar to those in [18] where the analysis was done 
for the output quantity PL (load active power). Of course, 
the equation coefficients have completely different 
expressions here, but they depend also on the electrical 
parameters of the circuits and on the coupling factor. 

E. Comparative Results 
The four types of connection of the WPT system were 

analyzed further in a comparative manner. The system to 
be analyzed has the geometrical and electrical parameters 
presented in section II. For this system the following 
parameters were also calculated: the resonance angular 

frequency 7

2121
0 109145.12

LLCC
 rad/s; 

the resonance frequency f0 = 3.0486 MHz, and the 
coupling factor corresponding to the normal operation of 
the system kn = 21/ LLM   = 0.3793.  

With these values of the parameters the variation curves 
of the load voltage UL as function of the frequency, for 
different values of the coupling factor k, were depicted. 
Thus Fig. 3 presents the load voltage variations as 
function of the frequency for the four types of connection: 

• ss connection and six values of the coupling factor: k1 
= 0.1, kc = 21/1 QQ = 0.181 (where Q1 
= iL RRL 110 /  and Q2 = LL RRL 220 /  are 
the quality factors of the two inductively coupled circuits), 
kn = 0.3793, ksplit = 0.5035, k2= 0.6 and k3 = 0.8 (Fig. 3 
(a)); 

• sp connection and seven values of the coupling factor: 
kc = 21/1 QQ  = 0.024724 (where Q1 = 

iL RRL 110 /  and Q2 = 220 / LRL  are the quality 
factors of the circuits), k1 = 0.15, kn = 0.3793, k2 = 0.45, 
ksplit = 0.6201, k3 = 0.8 and k4 = 0.9 (Fig. 3 (b)); 

 • ps connection and seven values of the coupling 
factor: kc = 21/1 QQ  = 0.09647 (where Q1 = 

110 / LRL and Q2 = LL RRL 220 /  are the 
quality factors of the circuits), k1 = 0.15, k2 = 0.25, kn = 
0.3793, k3 = 0.6, k4 = 0.75 and k5 = 0.9 (Fig.3 (c)), and 

 • pp connection and seven values of the coupling 
factor: kc = 21/1 QQ = 0.0132 (where Q1 
= 110 / LRL   and    Q2 = 220 / LRL   are  the  quality  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3. Load voltage UL variations as function of the frequency f : (a) ss connection; (b) sp connection; (c) ps connection; (d) pp connection. 

factors of the circuits), k1 = 0.05, k2 = 0.1, kn = 0.3793, k3 
= 0.6, k4 = 0.8 and ksplit = 0.9087 (Fig.3 (d)). 

The curves shapes analysis has shown that the 
frequency splitting phenomenon is visible for the ss and sp 
connections (Figs.3 (a) and (b)). In these cases for the 
values of k > ksplit the load voltage - frequency curves have 
two peaks. When k = ksplit, the three extreme frequencies 
are equal and only one peak is obtained. For k  ksplit the 
load voltage - frequency curves have a single maximum 
point. In fact k < ksplit corresponds to the so-called 
frequency splitting - free region [18]. For the ps and pp 
connections (Figs. 3 (c) and (d)) the frequency splitting 
phenomenon is not noticeable on the UL – f curves. At the 

ps connection only one peak is obtained for every value of 
the coupling factor. As for the pp connection a change in 
the shape of the curve is remarked, but it is not directly 
connected to the value of the ksplit (the curve shape is 
changed even for values of k lower than ksplit). However 
the frequency splitting phenomenon exists also at the ps 
and pp connections and it could be seen in the curves of 
the power transfer efficiency η21 as function of the 
frequency [2– 4, 17, 18]. 

In Figs. 4 (a), (b), (c) and (d) the 3D variations of the 
load voltage UL versus frequency f and magnetic coupling 
factor k - corresponding to the four connections of the 
magnetically   coupled   coils   system    -   are   presented. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4.  3D load voltage UL variations as function of the frequency f and of the magnetic coupling factor k : (a) ss connection; (b) sp connection;               
(c) ps connection; (d) pp connection. 

 

They concentrate the results arising from the analysis of 
the comparative curves in Fig. 3. 

IV. THE ANALYSIS OF THE FREQUENCY BIFURCATION 
PHENOMENON 

The bifurcation phenomenon is related to the input 
characteristics of the wireless power transfer systems. 
Usually the input impedance is used as reference 
parameter [3, 17, 18], but also the input admittance could 
be considered.   

Starting from the bifurcation equation defined in the 
literature [1-18] and using as input parameter the 
admittance, the bifurcation equation is in this case: 

 0)Im( inY , (12) 

where inY is the input complex admittance of the WPT 
system. By making the substitution x2  in (12), a 3rd 
degree equation in x is obtained, of form: 

 001
2

2
3

3 axaxaxa , (13) 
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where a3, a2, a1 and a0 are the coefficients of the equation. 
They depend on the values of the parameters of the two 
resonant circuits.  

It can be demonstrated that the bifurcation equation 
(12) can be brought to a form (13) for each of the four 
types of possible connections of the two circuits [4, 17, 
18]. 

In order to obtained the value of the coupling factor k 
when the bifurcation phenomenon starts we put the 
condition that all the (three) roots must be equal and real, 
according to Vieta’s formula [2, 4, 16–18, 22]. Thus the 
following relations must be accomplished: 

 

.
3

0
3

 0
3

3

3

2

3

0

3

3

2

3

1

2

3

2

a
ax

a
a

a
a

a
a

a
a

bif

 (14) 

It can be noticed that these formula are similar to those 
obtained starting from the bifurcation equation in the 
complex impedance [18]. 

The literature offers an analytical approximate solution 
for the equations (14), obtained for the ss connection [2, 4, 
16 – 18]: 

 )4/(11)/1( 2
ccbif QQk , (15) 

where 21 QQQc , iL RRLQ
1101 / ,  and 

LL RRLQ
2202 / . kbif is named the coupling 

coefficient of the bifurcation. Also a factor cc Qk /1  
could be defined. Equivalent formulae could be obtained 
also for the other three types of connection. 

The curves of the imaginary part of the input 
admittance inY  as function of the frequency f for the 
system of two magnetically coupled circuits having the 
parameters presented in section II are represented in Fig. 
5, for the four types of connection: 

• ss connection and six values of the coupling factor, k1 
= 0.1, kc = 0.181, kn = 0.3793, ksplit = 0.5035, kbif = 0.64045 
and k3 = 0.8 (Fig. 5 (a)); 

 • sp connection and eight values of the coupling factor: 
kc = 0.024724, k1 = 0.15, kn = 0.3793, k3 = 0.45, ksplit = 
0.6201, kbif 1 = 0.62013, kbif 2 = 0.794 and k4 = 0.9 (Fig.5 
(b)); 

• ps connection and seven values of the coupling factor: 
kc = 0.09647, k1 = 0.15, k2 = 0.25, kn = 0.3793, k3 = 0.6, k4 
= 0.75 and kbif = 0.95125 (Fig.5 (c)), and 

• pp connection and seven values of the coupling factor 
kc = 0.0132, k1 = 0.05, k2 = 0.1, kn = 0.3793, k3 = 0.6, kbif = 
0.797 and ksplit= 0.9087 (Fig.4 (d)). 

The variation range of the frequency for k > kbif is called 
the bifurcation region, while the variation range when 

bifkk  is called the bifurcation - free region. In the 
bifurcation region the bifurcation equation have two 
positive real roots: the bigger one is called the big 

bifurcation angular frequency and the smaller one is 
named the small bifurcation angular frequency [18].   

By analyzing the curves of the input admittance as 
function of the frequency from Figs. 5 (a) - (d) a different 
behavior is remarked for the four types of connection. The 
ss connection presents a strong reduction of the negative 
peak for the coupling factors bigger than kbif (in the 
bifurcation region). At the sp connection, if k > kbif, a 
displacement of the zero crossing point of the curve is 
noticed, from the resonance frequency f0 = 3.0486 MHz 
towards frequencies even three times bigger (if k is about 
0.9). In the ps connection no difference is remarked at the 
coupling factor variation, so the bifurcation phenomenon 
is not visible for this type of graphical representation. This 
phenomenon is again highlighted at the pp connection, 
when for the coupling factors higher than kbif two extreme 
points appear. 

It should be noted that the studies in the domain of 
frequency splitting and bifurcation phenomena have 
shown that a special influence on these phenomena has the 
ratio between the input resistance Ri and the load 
resistance RL and also the ratio between the transmitter 
inductance L1 and the receiver inductance L2 [18]. This is 
why Figs. 6 (a) and (b) present the variation of the 
splitting coupling factor ksplit as function of the ratio 

iL RR / , for two of the four possible connections of 
the magnetically coupled circuits: ss connection and sp 
connection. 

Fig. 6 (a) shows that at the ss connection by varying the 
ratio iL RR /  between 0 and 40 - all the other 
parameters of the two resonators remaining constant - the 
splitting coupling factor ksplit increases continuously 
between 0.04 and 1.0. Fig. 6 (b) highlights that by 
changing the ratio α between 0 and 100, at the sp 
connection, the other parameters remaining the same, the 
splitting coupling factor decreases from 1.0 to 0.06. These 
variations of the splitting factor confirm once again that at 
the connections ss and sp the frequency splitting 
phenomenon is present. Not the same thing can be said on 
the other two connections, ps and pp. The curves of α (not 
represented here) presented only very small variations of 
the ksplit, fact that confirms the nonappearance of a clear 
splitting phenomenon at these connections. 

V. CONCLUSION 
This work brings new aspects on the frequency splitting 

and bifurcation phenomena, that are present in the 
wireless power transfer systems. The all four types of 
connection were analyzed for the system of two 
magnetically coupled circuits: series-series, series-parallel, 
parallel-series and parallel-parallel. 

The frequency splitting phenomenon focused on the 
load voltage – frequency characteristic, using thus another 
output quantity that the usual one (the load active power). 
The calculus made using the electric circuit theory and 
algebraic equations is finalized with some useful formulae 
that permit the calculation of the splitting frequencies for 
each of the four connection types. These relations, 
compared with those obtained for the load active power, 
revealed some important similarities.    

The study of the frequency bifurcation phenomenon 
was made for the input admittance, and not for the 
impedance; similarities were found here, too. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. Yin imaginary part variations as function of the frequency f : (a) ss connection; (b) sp connection; (c) ps connection; (d) pp connection. 
 

 
(a) 

 
(b) 

Fig. 6. Coupling coefficient k variations as function of the ratio α =RL / Ri : (a) ss connection; (b) sp connection. 
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For each phenomenon the results included also 
graphical representations, very suggestive, presented 
comparatively for different values of the coupling factor 
and for the four alternatives of connection of the circuits. 
The paper provides also some clues on how it could be 
estimated, with a rather good accuracy, the limit value of 
the coupling factor that decides the appearance or the non- 
appearance of any of the two phenomena. The study on 
the variation of the splitting coupling factor as function of 
the load resistance -  input resistance ratio ends this work.  

The studies presented in this work completes the 
previous made and published analyzes in the domain of 
wireless power transfer systems, bringing new and useful 
information for the researchers and the designers of such 
systems. 
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Abstract - This paper is concerned with the design of the 
power control system for a single-phase voltage source in-
verter feeding a parallel resonant induction heating load 
and the analyse of its energetic performances. The control of 
the inverter output current, meaning the active component 
of the current through the induction coil when the control 
frequency is equal or slightly exceeds the resonant frequen-
cy, is achieved by a Proportional-Integral-Derivative con-
troller tuned in accordance with the Modulus Optimum 
criterion in Kessler variant. The control system response, in 
terms of the rms current at the inverter output when a pre-
scribed step current is applied, shows that the dynamic and 
static performances are very good. In the second part, the 
paper presents the energetic performances of a proposed 
system for drying of current transformer from 110 kV 
Ciungetu power station. First, based on the actual technical 
solution and experimental recording of voltage and current, 
the equivalent parameters of the load circuit have been de-
termined. In the proposed solution, the drying process is 
based on an induction heating system that contains a half-
controlled rectifier and a voltage source inverter that oper-
ates with resonant load. The energetic performances have 
been determined in order to ensure zero-current switching 
of the inverter. 

Keywords: Induction heating, Resonant inverters. 

I. INTRODUCTION 
The voltage source inverters with resonant parallel load 

are used successfully in medium and high frequency in-
duction heating systems [1]-[5]. The replacement of the 
current source inverters has been facilitated by both the 
existence on the market of the high power insulated-gate 
bipolar transistors (IGBTs) and the advantages of voltage 
source inverters [3], [5], [6]. These consist primarily in 
simple limiting the switching overvoltage and simplest 
achievement of switching at zero current. Last but not 
least, the use of parallel resonance allows for high load 
current with a small current through the inverter (only the 
active component). As the control system handles the op-
eration of the induction coil in parallel with a compensa-
tion capacitor at the desired resonant frequency, the cur-
rent through the induction coil is forced to be sinusoidal. 
In practice, the parallel resonant circuit is damped when 
the work piece is inserted into the induction coil by intro-
ducing additional losses into the system and increasing the 
current drawn from the inverter [1], [3], [5], [7]. 

Currently, at Hidroserv Ramnicu Valcea, the drying of 
the current transformers used in the high power trans-
former stations is carried out by a combination between 
the induction and conduction heating at the industrial fre-
quency of 50 Hz.  

Given the technological processes based on heating, a 
multifunction static system, able to provide both types of 
energy (DC as well as the AC) and adjust the frequency 
and the power level, is required, in order to obtain a high 
degree of flexibility [2], [3], [4]. To substantiate the feasi-
bility of this new technical solution, the associated ener-
getic performance assessment is needed. 

For this purpose, the entire system has been modeled in 
Matlab/Simulink under conditions as close to reality as 
possible. The determination of energetic performances has 
been made by using parameters provided by the system 
design, equivalent load parameters determined based on 
experimental data and the controller designed in the first 
part of the paper.  

In order to ensure zero-current switching of the inverter, 
the operating frequency of the square-wave inverter, 
which is provided by an auto-adaptive loop, is imposed to 
be slightly higher than the resonant frequency of the 
equivalent circuit consisting of induction coil-work piece 
in parallel with the resonant capacitor. 

First, the power structure of the system and the rol of 
each components are presented. 

The control system structure and block diagram and 
functions transfer are discussed in Section III. In Section 
IV, the control of the inverter output current is analyzed 
and the design of a proportional integral derivative (PID) 
current controller is performed based on Modulus Opti-
mum criterion in Kessler variant. It is followed by tests on 
the control system performance. The energetic perfor-
mances have been determined in section V and some con-
clusions are finally given in section VI. 

II. STRUCTURE OF THE HEATING SYSTEM 
The block diagram of the system for electric induction 

heating highlights the main components (Fig. 1). 
1. Power transformer – that adapts the voltage level to 

the needs of the process. For the drying process, the exist-
ing transformer at Hydroserv Ciungetu will be used. 

2. Half-controlled rectifier – that is part of the structure 
of the static voltage and frequency converter and allows 
the adjustment of the active power transmitted to the load.
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Fig. 1.  Block diagram of the electric induction heating system. 

 
3. Inverter – that converts the electrical power from DC 

to AC and allows the adjustment of the fundamental fre-
quency of the load voltage, in order to obtain superior 
energetic performance [7] - [13]. 

4. Matching circuit – that is specific to the converters 
that supplies inductors for induction heating and aims 
toimprove the energetic performances. Specially, if the 
control frequencies are close to the resonance frequency, 
the matching circuit facilitates the high energetic perfor-
mances [14]. 

The load of the heating system is the assembly consist-
ing of inductor - heated body - compensation capacitor. It 
together with the matching circuit represents the load of 
the inverter. 

In many studies of energy analysis, the components of 
the matching circuit, as well as the compensation capaci-
tor, are considered ideal, lossless. Consequently, the active 
power at the output terminals of the inverter is equal to the 
active power dissipation per whole system inductor - heat-
ed piece [12], [19]. 

Basically, the inverter control frequency can be the res-
onance frequency of the equivalent circuit, the frequency 
that causes zero current switching, or another frequency 
that adjusts the power transmitted to the load. 

The spectacular developing of the Isolated Gate Bipolar 
Transistors (IGBTs) determined the reconsideration of the 
voltage inverters’ performances [11]-[21]. It is why, in 
this work, the use of IGBT-based voltage source inverter 
is envisaged. 

III. CONTROL SYSTEM STRUCTURE AND BLOCK DIAGRAM 
The control of the current through the induction coil can 

be performed by controlling its active component, which 
means the control of the inverter output current. As re-
gards the required value of the induction coil current, con-
sidering that the heating body is a pipe, there are two pos-
sible approaches. a) The work pipe moves through the 
inductor at a preset speed and the preset current depends 
on the required temperature gradient. 

b) The maximum rated current of the voltage inverter is 
preset and the work pipe speed is adjusted as a function of 
the required temperature gradient. This is the option that 
allows for maximum productivity in terms of the inverter. 

When the first approach is adopted, the control system 
requires two control loops, which are practically inde-
pendent (Fig. 2). 

The following blocks are highlighted in the global 
block diagram shown in Fig. 2: Ci – current controller; 

HCR – half controlled rectifier; DC – DC-link circuit; VSI 
– single-phase voltage source inverter; MI – matching 
inductor; HI – heating inductor; RC – resonant capacitor; 
FAB – frequency adapting block; RMS – rms value calcu-
lation; PB - protection block. 

The main task of the frequency loop is to achieve the 
permanent and dynamic observance of the frequency, so 
that it is equal to or higher than the resonant frequency of 
the parallel circuit consisting of the equivalent inductor 
and the resonant capacitor, to facilitate the switching pro-
cess of inverter’s power semiconductors.  

As the parameters of the circuit are not constant, the 
dynamic self adaptation of the frequency is required, by 
using only quantities provided by system. It results that 
the frequency loop cannot be controlled by external sig-
nals.  

On the other hand, in order to obtain the zero-current 
switching of the inverter’s IGBTs, the operating frequency 
must be slightly higher than the resonant frequency of the 
load circuit. Consequently, the frequency control loop 
must be able to achieve this second requirement too. 

The block diagram in Fig. 3 illustrates the transfer func-
tions of inverter current control loop [8]. 

Starting from the equivalent forward transfer function, a 
Proportional-Integral-Derivative (PID) controller is adopt-
ed in order to remove the dominant time constants (the 
constants of the DC-link circuit). The following specific 
constants are used: Kp, KR and KTi – the proportional con-
stants of the controller, rectifier and current transducer, 
respectively; Ti and Td – integral and derivative control-
lers’ time constants; T  - the rectifier’s integral time con-
stant which corresponds to the average dead-time associ-
ated to the firing circuit; dded CRT and ddemd RLT - 
the electric and electromagnetic time constants of the DC-
link circuit; aaema RLT - the electromagnetic time con-
stant of the matching inductor; CRT beb  and 

bbemb RLT - the electric and electromagnetic time con-
stants of the parallel resonant circuit. 

Note that Lb and Rb are associated to the equivalent in-
ductance and resistance of the induction coil and heated 
piece and C is the capacitance of the resonant capacitor. 
The transducer was taken into consideration as propor-
tional element. 

In the inverter current control loop (Fig. 3), a PID con-
troller is adopted. 

Based on the Kirchhoff's laws in the Laplace domain 
applied to the circuit consisting in the matching induct 
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Fig. 2.  Block diagram of the closed loop control system 

 
Fig. 3.  Operational diagram of the inverter current control loop. 

 
 ance and the resonant capacitor in parallel with 

the equivalent inductor, the transfer function of the match-
ing and resonant circuit can be expressed as follows [8]: 
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Assuming that ebembeb TTT  and 1ab RR , ex-
pression (1) becomes: 
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IV. CURRENT CONTROLLER TUNING 
The current controller design is based on Modulus Op-

timum criterion in Kessler variant, which is dedicated to 
the rapid systems [8]. 

To reach the square modulus of the closed-loop unity 
feedback transfer function, the open-loop transfer function 
is expressed first as: 
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By using the transfer functions shown in Fig. 3 and ex-
pression (3), the following expression is obtained: 
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To remove the dominant time constants of the DC-link 
circuit, in accordance with MO criterion, two conditions 
are imposed in (4): 

 edemddiedip TTTT;TTK  (5) 

Thus, expression (4) becomes: 
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where, 

 aTiRI RKKK 12 . (7) 

The integral time constant of the controller is provided 
by the condition of canceling the denominator term which 
contains a difference in the modulus square of the closed-
loop unity feedback system transfer function [8]: 
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When used together with (5), condition (8) gives also 
the expressions of the proportional and derivative con-
stants of the PID controller: 

 emaIedp TTKTK 2 . (9) 

 emaIemdedd TTKTTT 2 . (10) 

From (8) and (10), it is found that the controller’s pa-
rameters are independent of load parameters, which is an 
important advantage. 

V. CONTROL SYSTEM PERFORMANCES 
To test the performances of the control system, and the 

energetic performances of the system, the whole induction 
heating system (power part and control part) has been 
implemented under Matlab-Simulink environment. 

It includes all of the electrical components of the instal-
lation and is developed mainly with blocks from Sim 
Power Systems library. 

To avoid using multiple Simulink models or the tandem 
use of the model and other MATLAB programs such as 
those of script type, all the needed calculation is included 
in the model.  

Thus, after simulation, all parameters are provided (e.g. 
rms and average values of the quantities which are of in-
terest, active and apparent powers, power factor, perfor-
mance indicators). 

The main parameters used in the Simulink model are 
given in Table I. 

TABLE I.  
THE NUMERIC VALUES OF THE PARAMETERS IN THE SIMULINK MODEL 

Transformer Rectifier Inverter 
R1 0.0055 Ω Th T62-200 IGBT BSM200GB 

120DN2 
R2 0.0055 Ω D 1N3274 Vf 2 V 
Ls1 52.23 µH Vf 1.38 V Ron 0.01 Ω 
Ls2 52.23 µH Ron 0.005 Ω Fall time 10-7 s 
M 0.1749 H Rsnubb 500 Ω Tail time 2·10-7 s 
  Csnubb 0.25 µF Rsnubb 150 Ω 
    Csnubb 47 µF 

 
It is mentioned that high accuracy results are prefigured 

by adopting a small simulation step in the discretized 
model with blocks of type switch (diodes, IGBT, etc). 

The control system response, in terms of the rms cur-
rent at the inverter output when a prescribed step current is 
applied, is shown in Fig.4 and Fig.5, in perunits. 

So, the current is reported on rated value (155A) and 
the frequency is reported on the resonance value (2kHz). 
The induction coil and heated transformer parameters are 
R=0.122Ω and 0.946mH that have been calculated starting 
from experimentaly waves of voltage and current [22]. 

As it can be seen in Fig.4, the frequency loop searches 
the value that ensures zero current switching and it finds 
this value after 0.23 seconds. In this time, in the response 
of the current are identified three sequences. First, by set-
ting the rms current of the unity value, the overshoot is of 
about 15% and the transient regime ends in about 0.08 
seconds. Follows a second dynamic regime when the fre-
quency closes to the zero current switching value and it 

finds this value. Thus, the current has an undershoot 
(about 20%) followed of an overshoot (about 25%). 

In the Fig. 5, the conditions are: 
- Initialy, the value of the equivalent inductance is 

increased by 25% (it means that the resonance frequency 
decreases about 11%) and the current is prescribed at 0.5; 

- After the steady state is obtained, at t=0.4 se-
conds the current is prescribed at value 1; 

- At t=0.5 seconds the value of the equivalent in-
ductance becomes the rated value. 

Few remarks can be drawn; 
- The switching frequency has a lower steady state 

value; it means that the frequency loop operates properly; 
- Up to t = 0.5 seconds, when equivalent induct-

ance drops to nominal value, overtaking of current are 
much lower; 

- After this time, the current has a big overshoot 
(about 65%); 

- The duration of this new dynamic regime is 
about 0.15 seconds. 

Must be underlined that the equivalent inductance value 
can be changed by temperature, but its change is continu-
ously. In this conditions, the big overshoot of the current 
shows the sensibility of the frequency loop at changing of 
the  inductance but cannot be really obtained. 

0 0.1 0.2 0.3 0.4 0.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Ii Ii*
f

Kpf=40
Tif=5e-5
Kpi=0.059
Tii=0.0034
Tdi=5.9e-6

 
Fig. 4.  Response of the inverter current and switching frequency. 
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Fig. 5.  Response of the inverter current and switching frequency when 

the prescribed current and inductance value are changed. 
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VI. ENERGETIC PERFORMANCES 
The operation of the system in the case of prescribing 

the rated value of the current has been analyzed (active 
power of the equivalent inductor is about 15 kW). The 
numerical values obtained by simulation are summarized 
in Table II. The significance of the involved quantities is 
as follows: 

fsw - the switching frequency of the inverter;  
Ps and Ss - the active and apparent powers in the 
transformer secondary (rectifier input); 
PFs - the power factor in the transformer secondary;  
Pd - the active power at the inverter input;  
ηR - the  rectifier efficiency;  
PI and S1 - the active and apparent powers at the 
inverter output;  
PFI - the power factor at the inverter output;  
ηI - the inverter efficiency;  
Pind - the active power across the equivalent inductor;  
Sind - the apparent power across the equivalent inductor; 
PFind - the power factor across the equivalent inductor; 
ηind - the efficiency of the equivalent inductor;  

ηt - the total efficiency (Pind/Ps). 

The analysis of the numerical results (Table II) and the 
waveforms in Figs. 6 shows the following: 

1. The voltage in the transformer secondary is very 
little affected by the rectifier switches and the waveform 
of the current is rectangular, and its shape depends of the 
control angle (Fig. 6a); 

2. The voltage in the DC-link circuit is practically 
constant and the current has pulsations (Fig. 6b); 

3. The inverter output voltage is rectangular, and 
the current is symmetrical and nonsinusoidal (Fig. 6c); 

4. The voltage across the inductor, the current 
through it and the current through capacitor are practically 
sinusoidal (rms values are equal to the fundamentals rms), 
(Fig. 6d); 

5. The equivalent load has capacitive nature; conse-
quently, the current flow through the compensation capac-
itor is higher (Fig. 6d); 

6. The energetic performances are very good (the effi-
ciencies of the rectifier, of the inverter and of the system 
have high values). 

TABLE II.  
THE ENERGY PERFORMANCES OF THE INDUCTION HEATING SYSTEM 

fsw [kHz] Ps[kW] Ss[kVA] PFs[%] Pd[kW] ηR[%] PI[kW] SI[kVA] PFI[%] ηI[%] Pind Sind PFind [%] ηind [%] ηt[%] 

2.116 16.73 1087 1.54 16.51 99.4 15.45 18.16 85.1 93.42 15.02 22.58 66.53 97.21 90.26 
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Fig. 6.  Waveforms of currents and voltages when the inverter switches at zero current: voltage and current in secondary of the transformer - a); volt-
age and current to input of the inverter - b); voltage and current to outpu of the invertert - c); the voltage across the inductor (black), the equivalent 

inductor current (blue) and the current through the compensation capacitor (red) - d). 
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VII. CONCLUSIONS 
After designing the inverter current control loop fol-

lowed by the performance testing through simulation, 
some concluding remarks can be drawn. 

1. The current controller of PID type was success-
fully tuned based on Modulus Optimum criterion in Kess-
ler variant. 

2. The determination of the controller’s parameters 
is unique and leads to the elimination of inertia introduced 
by the DC-link circuit. 

3. The tuned current controller leads to a very good 
performance of the current loop (the overshoot is missing 
or is below 25%) and the maximum duration of transient 
is 0.1 seconds). 

4. The overshoot of the current can b e reduced if 
lower value of the current is prescribed (0.5 in per units) 
until to zero current switching frequency is stabilized. 

5. The simulation results illustrate a very good be-
havior of the control system. 

6. It has been shown that the proposed solution for 
drying applications in maintenance of equipment from 
hydroelectric plant is viable because it has very good en-
ergetic performances. 
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Abstract - The paper presents some considerations related to 
the radiated emissions from automotive area of interest. 
Firstly the equipment used for tests dedicated to radiated 
emissions is presented. Afterward some considerations on 
the test equipment, used in a semianechoic chamber are 
made.  Characteristics of the horn antenna used to accom-
plish tests dedicated to radiated emissions within the range 
0.8…1.6 GHz, along with some aspects related to design and 
simulation are also presented. The analysis of the electric 
field in the antenna and respectively of the electric field dis-
tribution in the remote field area was performed for three 
different frequencies (1.2GHz, 1.4GHz, 1.6GHz). Tests con-
ditions are also described. Discussions are made with re-
spect to the recorded data. The results of tests concerning 
the radiated emissions for a board display are presented, 
both for the horizontal and respectively vertical polariza-
tions. Tests were made firstly for the initial hardware struc-
ture and problems related to the vertical polarization were 
noticed. Measures to improve the display operation are ana-
lyzed. Results of tests after the application of improvement 
measures are presented. Conclusions related to the im-
provement of the board display operation are deduced. 

Keywords: radiated emissions, horn antenna, simulation of horn 
parameters, tests of board display, anti-disturbance measures. 

I. INTRODUCTION 
The electric and electronic products designed and con-

ceived to be used in commercial purposes must satisfy 
specific national and international electromagnetic com-
patibility (EMC) standards. The tests conceived to certify 
the compliance with these standards can be grouped in 
two major categories, as follows:  
- tests for radiated and respectively conducted emissions; 
- tests for conducted and respectively radiated immunity. 

In order to certify the compliance with the norms relat-
ed to radiated emissions, the Equipment Under Test 
(EUT) is submitted to the following tests: tests with radi-
ated emissions with antennas, strip line method and cur-
rent probe.  

The tests for radiated emissions (TRE) are defined in 
order to identify the signals emitted in the surrounding 
environment by the EUT. These tests are typically devel-
oped within the frequency range 30 MHz…1 GHz. Yet 
some tests for radiated emission which are conceived for 
the compliance with the American standard FCC extend 
the upper limit of frequency to 200 GHz [1]. The devices 
to which these tests are addressed are for example wireless 
devices for which the carrying frequency is greater than 
30 GHz [2].  

Sometimes the beneficiaries of some products from the 
automotive area require additional tests, covering an ex-
tended frequency range as compared to the present norms. 
An improved accuracy of tests is often required for such 
situations, in order to make sure that the realized products 
are in compliance with the requirements imposed by 
norms. 

II. TESTS FOR RADIATED EMISSIONS 
The tests for radiated emissions (TRE) are more diffi-

cult than those for conducted emissions. TRE are per-
formed in an open space owing to the additional disturb-
ing signals, already present in the environment, which can 
be superposed over the signals generated by EUT. Fortu-
nately there are methods to identify and separate the ex-
ternal signals coming from external sources such as mo-
bile phones or digital TV.  

A different setup for TRE assumes their accomplishing 
in semi-anechoic chambers. Inside them a “clean” elec-
tromagnetic (EM) environment is provided from the inter-
ferences point of view. In this case the external signals 
cannot disturb the accomplished measures. Even if the 
costs related to the building of a fully functional semi-
anechoic chamber often exceed 1 million Euros, because 
the environment is more and more crowded by the EM 
spectrum, the tests performed in semi-anechoic chambers 
represent more and more often the selected alternative.  

Assuming that a test configuration is compatible to the 
applied standard, the TRE can be achieved considering 
few basic rules to be followed all over the test procedures.  

The TRE described in Fig. 1 uses a test antenna placed 
1 m behind the EUT and 1 m over the conducting floor 
[3].  

EUT is placed on a table with metallic plan at a height 
of 90 cm from the floor. An isolating material (with a 
permittivity lower than 1.4 F/m, similar to that for air) is 
placed between EUT and floor.  

Placing EUT on the test table is made such as to repro-
duce the real operating conditions [3]. 

 

 
Fig. 1. Setup for TRE 
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The regulations for the tests concerned with radiated 
emissions from the automotive area are included in the 
CISPR 25 standard and, when necessary, are mentioned 
by the manufacturer’s own standards [5], [6]. CISPR 25 
mentions that the tested device should be considered as 
operating in the worst possible conditions, in order to emit 
the highest disturbances. For these tests, the test received 
should be set such as to use the appropriate filter (the 
available options being 9 kHz, 120 kHz or 1 MHz) [5]. 
Other factors to be considered are the attenuation intro-
duced by the signal cables and respectively the factor of 
the antenna employed during tests. Fig. 2 depicts a stand-
ard configuration of the test equipment for a test con-
cerned with radiated emissions [7]. 

The symbols used in Fig. 2 are [3]: 1 - EUT (equipment 
under test); 2 – cable harness; 3 - Load box (provides the 
operation in normal conditions of the EUT; 4 - Battery; 5 - 
Line impedance stabilization network (LISN); 6 - Test 
table with metallic plan; 7. Non-conductive material; 8 - 
Antenna; 9 - Metallic floor; 10 – Cable for the signal be-
tween the antenna and the test receiver; 11 – Input / Out-
put board for  the semi-anechoic chamber; 12 – Test re-
ceiver; 13 –Materials absorbing electromagnetic radia-
tions; 14 – System for analysis and control. 

III. EQUIPMENT USED FOR RADIATED EMISSIONS TESTS 
In order to test the behavior of the EUT considering the 

emitted radiations, either tests of pre-compliance with the 
existing standards for the automotive domain, or tests of 
compliance with the existing more general standards 
should be performed.  

The most important aspect when accomplishing tests 
from the domain of electromagnetic compatibility (EMC) 
is represented by the providing of two characteristics of 
tests: repeatability and respectively reproducibility. There-
fore a special attention must be paid to the connecting of 
test equipment (receivers, antennas, LISN, current probes 
etc.), as well as to the EUT. 

The connections to ground, the cables and connectors 
of different test equipment must be considered too. 

According to CISPR 25, the cables are put together on a 
cable harness that is placed on the front of the bench for 
the tests considering the automotive domain. The problem 

 
Fig. 2.  Standard configuration of the test equipment.  

of cable harness is approached because at lower frequen-
cies the main coupling to radiated fields will occur 
through the cables feeding the device (the same process is 
used in MIL STD 461 and in ISO 11452) [5]. A LISN is 
used to bring power to the device [5].   

In order to provide correct tests, one should consider all 
the attenuations introduced in the test procedure by cables 
and connectors. Therefore the test system (e.g. receiv-
er+antenna+link cables) must be periodically checked. As 
for the cables, it is required to evaluate the attenuation 
introduced by them and its compensation during tests.  

A series of equipment are required by TRE:  
(a) Test receiver (TR). For the cases analyzed in this pa-
per, a receiver Rohde & Schwarz of type ESCI, with range 
frequency from 9 kHz to 3 GHz was used. It is mainly 
used for TRE, but it can also be used for various other 
investigations. The TR performs measurements related to 
the signal level in a predetermined frequency range.  

The new generations of TRs include many blocks used 
for numerical processing, their operation being fully au-
tomated. They allow the operation’s control by means of 
dedicated software packages and interface to a computer 
[8].  

The ordinary operational frequency range of TRs starts 
from 9 kHz, reaching up to tens of GHz, the new genera-
tions of TRs allowing extended frequency ranges [8]. 
(b) Antennas. At frequencies in the range 30...200 MHz a 
biconical antenna is used, while for the range 200...1000 
MHz, a log periodic dipole array is recommended. From 1 
to 2 GHz a pyramidal horn antenna (PHA) is recommend-
ed [5].  
     Because the frequency range for which the effect of 
EM radiations had to be evaluated was extended to the 
range 1...2 GHz at the client request, a PHA was used for 
the tests presented in this paper.  

IV. HORN ANTENNA USED FOR TESTS 
The ratio “front / back” (RFB) represents a parameter to 

appreciate the directivity of an antenna for the angles of 00 
and 1800 respectively. According to its definition, this 
ratio is computed considering the voltages occurring 
across the antenna’s terminals when the antenna is irradi-
ated under these angles [8]:  

                             0
180

0
0 /UURFB                            (1) 

This ratio is often expressed by using logarithms [8]: 

                       0
180

0
0 /log20 UURFB                       (2) 

     A pyramidal horn antenna (PHA) was utilized for the 
analyzed frequency range. Its gain is given by [9]:  

  dBLLbaG he//log008.110        (3) 

where Le , Lh  represent the coefficient used for correction 
relative to the maximum deviation of the phase of the 
field from aperture.  
    If the aperture of the PHA fits to that corresponding to 
the maximum gain for the sector – type horn antenna, an 
optimum PHA  is obtained. For it, the gain is [9]: 

              dBbaG //log008.110        (4) 

For slight modifications of the aperture’s opening rela-
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tive to the values given by (4), a significant increase of the 
antenna’s frequency range is noticed, the gain being re-
duced by 2 dB (as compared to the maximum one).  

At first simulations were performed in order to get op-
timal values for one of the PHA’s major parameters (gain, 
radiation characteristics and input impedance). An exten-
sive study on numerical methods usable for simulation of 
electromagnetic shields behavior was made in [10].  Our 
simulations were made with the dedicated software tools 
“ANTENNA MAGUS”, and “CST MICROWAVE 
STUDIO” which allowed for the selection of the PHA’s 
central resonance frequency. For the analyzed cases, the 
PHA’s gain played the role of the optimized parameter.  

Once built by using “ANTENNA MAGUS”, the physi-
cal model of the PHA was loaded into the software tool 
“CST MICROWAVE STUDIO” (CST) [11].  CST allows 
the creation of a mesh within the built antenna mode as 
well as the setting of a port in order to inject the signal 
into the antenna, in order to study its behavior at various 
frequencies. CST is using the finite elements method 
(FEM) for analysis and mesh creations. It also uses an 
original FEM, with applicability for EM fields [11].  

A tetrahedral mesh was built. The mesh for the entire 
computation domain is depicted by Fig. 3 (a) whilst Fig. 3 
(b) depicts a cross section through this domain. 

A tetrahedral type of mesh was used because it provides 
a very good accuracy of results and respectively saves 
run-time. Considering the spatial symmetry along the cen-
tral axis (Fig. 3 b), only 34840 tetrahedral were used for 
computation (half of the number required by the mesh 
from Fig. 3 a).     

In order to evaluate possible reflections of the power in-
side antenna (caused for example by the poor adaptability 
between the connection cable and antenna, or between the 
antenna and the tool used for measurements), the reflec-
tion coefficient of the steady wave was analyzed. It is 
known as “wave standing ratio – VSWR” (Fig. 4) and can 
be computed with [12]: 

                     ||1/||1VSWR                         (5) 

 where stands for the reflection coefficient. 
    Fig. 4 reveals small reflections, lower than 1.5. There-
fore one could conclude that the antenna was well 
adapted for the impedance of 50Ω. 

 

  
(a) (b) 

Fig. 3.  Mesh (a) of the whole computation domain; (b) in a cross section. 

 
Fig. 4.  VSWR as a function of frequency (the range: 0.8…1.6 GHz) 

 The simulation was made for the frequency range 
(0.8…1.6) GHz, which matches the range for which the 
PHA is used during the final tests developed in a semi-
anechoic chamber.    

 The next step consisted in the analysis of results and of 
PHA behavior at different frequencies. Fig. 5 depicts: 
- in the upper part - the electric field in PHA, for the type 
of analysis “peak”. For the analyzed frequencies (1.2 
GHz,  1.4 GHz and respectively 1.6 GHz), the maximum 
2D values were 213.32 V/n, 284.15 V/n and respectively 
207.48 V/n, whilst the phases were 00 for 1.2 GHz and 
respectively 158.50 for the other 2 frequencies. 
- in the bottom part, the electric far field and directivity 
are represented, the associated numerical results being 
depicted by Table I.     

The polar representations of the radiation characteris-
tics, for different frequencies are depicted by Fig. 6: (a) 
1.2 GHz, main lobe magnitude = 12.9 dB, angular width = 
34.20 side lobe level=-16.9 dB; (b) 1.4 GHz, main lobe 
magnitude = 13.5 dB, angular width = 28.90 side lobe 
level= -18.1 dB; (c) 1.6 GHz, main lobe magnitude = 11.6 
dB, angular width = 690 side lobe level=-13.4 dB. 

A board display (Fig. 7) was used as the EUT submitted 
to TRE. The EUT’s placing on the test table was done 
such as to reproduce the conditions from the car, the final 
goal being to provide test conditions as close as possible 
to the natural ones.   

V. RADIATED EMISSIONS MEASUREMENT  
The test setup was accomplished according to the 

standards for emissions CISPR 2 and its placement is 
depicted in Fig. 2.  

After putting the equipment in the test semi-anechoic 
chamber and preparing the test software, the appropriate 
horn antenna was prepared. It was used to make meas-
urements for the frequency range (1…1.6) GHz, the same 
with that used for simulations, as described in Section V. 
The horn antenna is of type SCHWARZBECK BBHA 
9120 D. 
   The tests were accomplished for both types of antenna’s 
polarizations: horizontal and respectively vertical.   

A. The Initial Experimental Determination Concerning 
the Radiated Disturbances  

     The EUT equipment must be compliant with the limits 
imposed to the disturbances transmitted through radiation 
according to CISPR 25 [5]. 

We used for the tests an electromagnetic disturbances 
receiver of type ESCI with the frequency range 9 kHz…3 
GHz, a LISN and a horn antenna [3]. 
     The receiver’s test parameters for all the determina-
tions presented below were: (a) The test range:  1 ÷ 1.6 
GHz; (b) Bandwidth: 9 kHz. 

TABLE I.  
RESULTS OF ANALYSIS ON ELECTRIC FAR FIELD AND DIRECTIVITY 

 Frequency [GHz] 
 1.2 1.4 1.6 
Radiation efficiency [dB] -0.033 -0.054 -0.06 

Total efficiency [dB] -0.114 -0.082 -0.098 
Directivity [dBi]  12.9 13.53 11.61 
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Fig. 7.  The board display submitted to TRE 

The mean and quasi-peak values of the disturbances 
transmitted through radiation must not exceed the limits 
imposed by CISPR 25.  

EUT was supplied through an artificial network LISN – 
in order to provide a constant impedance of 50 Ω at the 
EUT supplying and to be able to filter the signals from its 
supplying cables. Fig. 8 depicts the ensemble used to 
measure the disturbances transmitted through radiation.  

   The experimental determinations of the radiated dis-
turbances generated by EUT, before the implementation of 
anti-disturbances measures are depicted by Fig. 9 (horizon-
tal polarization) and by Fig. 10 (vertical polarization). 

 

  
 

(a) (b) (c) 
 

 

 
Fig. 6. Polar representation of the radiation characteristics at: (a) 1.2 GHz; (b) 1.4 GHz; (c) 1.6 GHz. 

 

   

   
(a) (b) (c) 

   

Fig. 5. Electric field in PHA (top) and electric far field and directivity (bottom), at different frequencies: (a) 1.2 GHz; (b) 1.4 GHz; (c) 1.6 GHz. 
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Fig. 8. Setup for the determination of disturbances transmitted through 
radiation for EUT 

    

 
Fig. 9. Disturbances radiated by EUT in horizontal polarization, before 

the implementation of anti-disturbances measures. 
 

 
Fig. 10. Disturbances radiated by EUT in vertical polarization, before 

the implementation of anti-disturbances measures. 

The tests revealed that the limits imposed for the peak 
and average values are under the limits for tests in hori-
zontal polarization Fig. 9), whilst the limits imposed by 
CISPR 25 [5], [6] are exceeded for vertical polarization. 

B. The Anti-disturbances Measures 
In order to improve the performances of EUT with re-

spect to its radiated emissions and to provide conformity 
with the limits imposed by CISPR 25, a shield was added 
on the supplying side of the display, on its source (Fig. 11 
(a)). The EUT’s source consists of two dc-dc converters of 
types boost and buck. Although operating at low frequen-
cy, these two converters (of step-up and step-down type) 
generate all high order harmonics. These latter ones are 
over the limits imposed by the client. 
    The shield placed in front of the supplying source be-
haves like a Faraday cage (Fig. 11(b)). It is made of Alu-
minum and is 2 mm thick. The connections toward the 
board were made by clipping and melting. 

 
(a) 

 

 
(b) 

 
Fig. 11. PCB of the board display: (a) without shield, and (b) with shield, 

for the supplying source. 
 

   The practice of shielding as a solution to reduce the 
EM radiations is widely used because it is highly efficient 
and the implementing costs are reasonable. It often repre-
sents the “last solution” (it is applied when nothing else 
can be done to modify the electronic board from the EMC 
point of view).  

C. Experimental Determination Concerning the Radiated 
Disturbances after the Implementation Measures  
By adding a shield over the supplying source of the 

EUT, all the harmonics generated by the converters were 
removed. 

The shield is designed and manufactured such as to let 
unaffected the normal functionality of the board display. 
The novelty of this solution consists in extending the fre-
quency range beyond 1 GHz, as the client requested.  
     The accomplishing of another set of tests revealed that 
the emissions are now under the imposed limits - Fig. 12. 

VI. CONCLUSIONS 
     The EMC tests, including the TRE, are very important 
during the process of designing and realization of a new 
electronic product [13]. When the limits imposed by the 
client and current standards are disobeyed, the withdrawal 
of the EUT from production can be imposed, resulting in 
waste of money and time. 

In order to have the guarantee of some correct meas-
urements of emissions, the results of the simulation con-
cerned with the operation of a horn antenna, used to eval-
uate the radiated emissions in the semi-anechoic chamber 
were analyzed.  

Several horn antennas were analyzed. The conclusion 
was that the PHA represents the best option for the case 
analyzed in this paper.  
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Fig. 12. Disturbances radiated by equipment in vertical polarization, 

after the implementation of anti-disturbances measures. 

For this type of antenna, firstly numerical simulations 
concerned with the PHA parameters were performed in 
order to determine the optimum configuration (from the 
geometrical point of view).   

 The simulation was performed with the dedicated 
software CST MICROWAVE STUDIO which used a 
physical model built with ANTENNA MAGUS. 

The simulated horn antenna presents characteristics that 
are similar to the real horn antenna used for measurements 
of radiated emissions (gain, directivity and aperture) [14], 
[15]. Although the simulated antenna proved its efficiency 
up to frequencies of 20 GHz, the simulations were made 
only for the frequency range from 1 GHz ... 1.6 GHz, be-
cause in this limited range problems were noticed during 
the tests made in the semi-anechoic chamber.  

The FEM analysis revealed that the antenna proposed 
for the tests accomplishing is compliant with the imposed 
requirements.  

The initial TRE considering the analyzed EUT revealed 
that the disturbances radiated by exceeded the limits im-
posed by norms. By adding a shield on the supplying side 
of EUT, the level of radiated emissions was decreases and 
consequently the limits imposed by CISPR 25 were no 
longer exceeded [5], [6].  

Therefore the EUT could be certified for the series 

production.  
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Abstract - In this paper, the authors present an experimental 
analysis in order to highlight the behavior of a barrier struc-
ture model, actuated by three shape memory alloy (SMA) 
helical springs. The authors have developed this new barrier 
structure to increase the performances of conventional bar-
riers, based on SMAs unique properties and their advan-
tages. SMAs are advantageous for actuation because of their 
light weight, silent operation and flexibility. SMAs began to 
be increasingly present in industrial applications as well 
because they display high reliability and can replace the 
functions that make the motors or complex gears despite 
their simple construction. The actuator used in our model 
works as a linear actuator, contracting itself with great 
strength and speed, thus exerting the necessary force to lift 
the barrier arm when the SMA springs are heated by carry-
ing an electric direct current. The designer can control the 
direction of actuation, the amount of force generated and 
the stroke of the actuator through various combinations that 
he can achieve with these three SMA springs. After a de-
scription of the accomplished model and of how it works, 
the authors present an experimental analysis of the behavior 
displayed by the SMA springs-based barrier structure.  The 
experiments consisted in the determination of the SMA 
spring functioning time periods at constant value of the 
SMA spring activating electric current, and while maintain-
ing the barrier arm stroke and weight constant.  

Keywords: shape memory alloy (SMA) actuator, SMA spring, 
barrier structure experimental model, SMA spring functioning 
time periods. 

I. INTRODUCTION 
In recent years, the use of SMA actuators in a wide va-

riety of applications has had a really dynamic evolution. 
The increasing interest for the SMA actuators derives 
from their advantages, as compared to the traditional ones: 
its high plastic deformation, the force generated, the pro-
duction of mechanical work, the low voltages for the sup-
ply of the SMA element, the high power/weight and 
stroke/weight ratios [1]–[7]. These advantages are a con-
sequence of the unique and superior properties of SMAs, 
i.e. pseudo-elasticity, shape memory effects (one-way and 
two way), hysteresis behavior, vibration damping capacity 
[4], [6]–[10].  

SMAs are smart materials that possess the ability to un-
dergo shape change at low temperatures and retain this 
deformation until heated, at which point they return to 

their original shape [10]. This unique effect of returning to 
their initial geometry after a large inelastic deformation is 
known as the Shape Memory Effect (SME) [3], [10], [11]. 
The SME occurs due to martensitic phase transformation, 
between a low temperature phase, called martensite (M), 
and a high temperature parent phase, called austenite (A). 
A typical shape memory element has four relevant tem-
peratures that de ne the different stages of actuation, thus 
providing the designer with a method for control. Simply 
put, the four temperatures de ne the start and nish trans-
formations for martensite (Ms, Mf) and austenite (As, Af). 

Due to their unique properties, there is increasing tech-
nological interest in the use of SMA for various applica-
tions: biomedical engineering, automotive industry, high 
precision engineering, robotics, electro-mechanical engi-
neering, machine craft etc. [8]–[10], [13]–[18]. 

This paper presents an experimental model of a barrier 
structure, developed by the authors, that uses an actuator 
based on three Ni-Ti SMA springs. This barrier structure, 
dedicated to private parking systems, is an improved ver-
sion of the experimental model presented in the papers 
[19]–[21]. The authors intensified the research in this di-
rection given the great interest shown by some Romanian 
companies that produce such barriers. 

The use of SMA spring as actuator in our barrier con-
figuration provides the following advantages: reasonable 
force/motion characteristics, a compact size, a high work 
output, silent operation, design simplicity, and near step 
function operation [8], [10]–[12]. 

In the first part of this article the authors describe the 
accomplished experimental model and its operation mode. 
In the second part, they present an experimental analysis 
of the SMA springs-based barrier structure behavior.  

The study of this experimental model is made with the 
purpose of anticipating the behavior of a real structure in 
terms of operating mode, the control and command of the 
structure through the SMA active elements.  

II. EXPERIMENTAL BARRIER STRUCTURE DESCRIPTION 
The experimental model of the accomplished barrier 

structure driven by three SMA springs is shown in Fig. 1. 
The shape memory effect enables any SMA spring to 

work as a linear actuator by contracting with great 
strength and at increased speed when heated. In our 
model, this translational motion is converted into a rota-
tion motion of the barrier arm so that it will be lifted.  
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In this section, on the one hand, the authors make a de-
scription of the barrier structure experimental model, and, 
on the other hand, they comprehensively explain how the 
automatic motion of the barrier arm is controlled. The 
authors also explain how an SMA spring actually works 
emphasizing the advantages such a device really displays 
when used as actuator. The active shape-change control of 
the SMA spring, the miniaturization possibilities, the easy 
integration into the system structure, the automatic control 
of the barrier arm motion (using a programmable logic 
controller) thus underlies an effective increase in the effi-
ciency of such barrier structures. 

The so achieved model allows the structure behavior 
analysis to be made in various drive conditions and con-
trol of the SMA springs. 

The main positions marked in Fig. 1 are described in 
detail below.  

Fig. 2. The control unit of the accomplished model. 

A. The Control Unit 
This block (position 2 in Fig. 1) contains the following 

sources: for the supply of the SMA springs (5V), for 
LOGO (24V) and for powering the barrier control trans-
mitter (24V).  

The control unit block (Fig. 2) has the following out-
puts: 

1, 2 - outputs for the stroke transducer; 
3, 4 - outputs for the supply of the SMA springs; 
5, 6 - LED for signaling barrier position (red - closed,    

green - open); 
7, 8 - terminals for connection to an independent source 

(of variable voltage) for powering the SMA springs. 

B. Data Acquisition System Velleman 4 CHANNEL 
SIGNAL RECORDER

The main features of the Data Acquisition System (po-
sition 3 in Fig. 1) are: 

- record DC signals or slow moving signals over very 
long periods; 

- the measurements are automatically stored on the hard 
disk for further processing; 

- through the use of USB connection, there is no need 
for a power supply and installation is easy and straight-
forward; 

- signals are instantly displayed on the PC screen using 
analog or DVM display. 

Hardware specification: 
- USB connected and powered; 
- four DC coupled input channels; 
- input resistance: 1mOhm; 
- maximum samples per second: 100; 
- four input ranges: 3V / 6V / 15V and 30V; 
- sensitivity: 10mV; 
- accuracy: ± 3% of full scale; 
- maximum input: 30V DC; 
- power and recording/diagnostic LED. 
Software specification: 
- analogue trace or digital DVM readout; 
- 4 simultaneous channels recording; 
- minimum/maximum sample hold function for DVM; 
- from 1 sec to 1000 sec per division; 
- storage and recall of screens or data; 
- automatic recording option for extended time re-

cording; 
- on screen markers for time and voltage; 
- DLL included for own development. 
System requirements: 
- PC, running Win98SE or higher; 
- free USB port; 
- CD-ROM player [22]. 

C. AD-IR-DRIVER04 Module for the Remote Control 
This module (position 5 in Fig. 1) is an electronic mod-

ule with a microcontroller allowing the command of 4 
independent channels using infrared remote controls. The 
module is provided with 4 relays of 5 A/ 250 V AC     
(Fig. 3), which can operate various elements of execution. 

For the operation, one can utilize TV- COD RC5 re-
mote controls (RCxxx, PILOTxxx type), universal remote 
controls or other models used frequently by color televi-
sion sets. The desired buttons for the selections of the 
commands can be programmed, so one can choose to 
one’s individual liking. By memorizing the operations 
buttons from the remote control means they remain the 
same even when the remote is not powered. 

A manual K2 remote control is provided to reset the re-
lays’ status. The command of the relays can be made in 2 
ways:  

Fig. 1. Latest variant of the experimental arrangement of Ni–Ti SMA-
based barrier: 1-seating base; 2-control unit; 3-Signal Recorder (Data 
Acquisition System); 4-remote control; 5-control receive;
6-Logo!Power; 7-barrier arm;   8–Siemens Logo!24Co (Programma-
ble Logic Controller-PLC); 9-SMA spring-actuated mechanism unit. 
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command type ON/OFF and command type 
MOMENTAN. 
The command module of ON/OFF or MOMENTAN re-
lays is set with the help of PINs found on J1, J2, J3 and J4 
modes. 

The setting can be made in any configuration, all 
ON/OFF relays, all MOMENTAN relays or differently. 

Remote programming is done as follows. The module 
should be powered-up so that remote control can be pro-
grammed, when LED L1 lights up, and for the start of the 
operation of learning of the remote controls buttons, press 
button K1, at which point LED L1 will switch off. Press 
the remote control button which is utilized for the com-
mand of relay REL1. The LED L1 will switch on confirm-
ing the takeover of the command. Next, press the desired 
buttons in order to command the relays REL2, REL3, 
REL4. LED1 will start blinking at every command. In this 
way, the desired buttons were memorized. 

The main technical characteristics of the module are: 
- power supply: 9 ÷ 12 V AC, 50 Hz or 12 V DC; 
- the maximum input current: 0.15 A; 
- intermediary frequency IR: 38 kHz; 
- number of channels: 4; 
- command relays: 4 OMRON 5 A per 250 V AC; 
- command distance IR: 10 m; 
- available remote control RC5: 38 kHz [23]. 

D. Programmable Logic Controller - PLC (Siemens 
Logo!24Co)  

The logic module LOGO! Siemens (position 8 in       
Fig. 1) is the ideal controller for simple automation tasks 
in the industry and building services. The consistently 
modular design of LOGO! makes it extremely flexible. A 
wide range of modules allows individual expansion of 
LOGO! to 24 digital inputs, 16 digital outputs, 8 analog 
inputs and 2 analog outputs.  

PLC LOGO! 24Co, used in the barrier model, is com-
pact, easy to use and provides a low cost solution for con-
trol tasks of low complexity.  

Together with the LOGO! Soft Comfort software, the 
configuration of the logical module is simply intuitive: 
program generation, project simulation and documentation 
are accomplished using drag and drop functions, allowing 
maximum ease of operation  

The main technical data of the PLC LOGO! 24Co are: 
- inputs: 8; 
- input/supply voltage: 24 V DC; 
- permissible range: 20.4 V – 28.8 V DC; 
- „0” signal: 5 V DC; 
- „1” signal: minim 12 V DC; 
- input current: 2 mA (I3 - I6), 0.1 mA (I1, I2, I7, I8); 
- outputs: 4; 
- direct current: 0.3 A; 
- short-circuit protection: electronic, approx. 1 A; 
- switching frequency: 10 Hz; 
- cycle time: <0.1 ms/function; 
- display: no; 
- emitted interference: in accordance with EN 55011; 
- maximum program memory: 200 blocks; 
- external memory module: LOGO! memory card [24]. 
Description of the command LOGO! Soft of the          

accomplished model is as follows. 
The LOGO!Soft program for the barrier command is 

presented in Fig. 4. The digital input I3 controls the barrier 
(up/down) depending on the signal from the receiver out-
put which in turn is driven by the remote control. 

The signal from the stroke transducer is connected to 
the AI1 analog input. Through B004 Analog Threshold 
Trigger block, the output Q1 is set or reset depending on 
the threshold triggers On / Off corresponding to the posi-
tion of the barrier, the SMA springs being powered up or 
not. 

Barrier position is determined by the stroke transducer 
(Tc) positioned on the axis of the arm. The transducer 
supply voltage, UTc, is 5 V. The transducer stroke is 3600. 

Lifting barrier arm angle was set at 860, resulting in: 

Fig. 3 Block circuit of module AD-IR-DRIVER04 [23]. 

 UTc * On = (UTc * 86) / 360 = 1.2 V  (1) 

The amplification parameter of the Analog Threshold 
Trigger block is 100. Resultantly, the output Q1 is 1 if the 
actual value of the input functions Ax is greater than 
Threshold On.  

 Threshold On = UTc * 100 = 120 (2) 

 Threshold Off = 118 (3) 

The B002 and B003 Analog Threshold Trigger blocks 
command, at the outputs Q2 and Q3, the LEDs function-
ing which indicates the barrier position, respectively the 
red LED for the lowered position of the barrier and the 
green LED for the raised position of the barrier. These 
LEDs function as elements which signal when it is possi-
ble or not to go through the space of the barrier. 

E. LOGO!Power Module 
The mini power supply devices designed into the 

LOGO!POWER module (position 6 in Fig. 1) offer great 
performance in the smallest space and the excellent effi-
ciency over the complete load range. 
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Fig. 4. LOGO!Soft barrier command.

The technical characteristics of the module are: 
- power supply, type: 24 V / 1.3 A; 
- input: 1 – phase AC or DC; 
- rated voltage value Vin rated: 100 – 240 V; 
- voltage range AC: 85 – 264 V; 
- input voltage for DC: 110 – 300 V; 
- overvoltage resistance: 2.3 x Vin rated, 1.3 ms; 
- rated line frequency: 50 – 60 Hz; 
- rated line range: 47 – 63 Hz; 
- input current at rated input voltage 120 V rated       

value: 0.7 A;. 
  

The SMA Electric Piston was purchased from the 
Mondotronics, Inc. [26]. 

- input current at rated input voltage 230 V rated value: 
0.35 A;     

- switch-on current limiting (+ 25 0C), max.: 25 A; 
- rated voltage Vout DC: 24 V; 
- setting range: 22.2 – 26.4 V (set via potentiometer on 

the device front);  
- status display: green LED for output voltage OK; 
- startup delay, max.: 0.5 s; 
- output current: 1.3 A; 
- active power supplied typical: 30 W; 
- efficiency at Vout rated, Iout rated: 85%; 
- power loss at Vout rated, Iout rated: 6 W; 
- active power loss during no-load operation max.:2 W; 
- current limitation: 1.7 A [25]. 

F. Driving Mechanism Block 
The barrier driving mechanism block (position 9 in 

Fig.1) is presented in Fig. 5. The actuator of this block is 
based on three SMA Electric Pistons (3) rigidly fixed at 
their piston-free ends on the fixed support (4). The other 
ends of the SMA Electric Pistons are fixed on a mobile 
support (5), from which the traction wires (6) depart to-
wards the driving barrier arm system (8) on which a rotat-
ing stroke transducer, Tc (7) is mounted. This transducer 
is powered up by a voltage of 5 V and can accomplish a 

maximum stroke of 3600. The accomplished mechanism 
allows a rotation of the barrier arm by 86 degrees at a 
complete stroke of 16 mm of the SMA Electric Pistons 
(when they are commanded electrically). 

The main elements of this experimental arrangement 
are the three SMA Electric Pistons. The SMA Electric 
Piston is a linear actuator mechanism that shortens in 
length with great strength and speed when it is activated 
by carrying an electric direct current. An SMA spring 
placed inside makes all these possible. 

The SMA spring displays two entirely different forms 
or "phases" at the distinct temperatures Mf and Af. At the 
"low" temperature (Mf), the SMA spring is extended, and 
can be stretched easily or deformed by a small force. But 

Fig. 5. Driving mechanism block of the experimental barrier structure.
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when raised to the "high" temperature Af, by applying an 
electric direct current, the SMA spring changes to a much 
harder form. In this phase, it shortens in length, and exerts 
the necessary force to lift the barrier arm.  

The SMA Electric Piston used in our model can lift to    
4.5 N against gravity, yet the SMA Electric Piston itself 
weighs only 0.1 N. The SMA Electric Piston was pre-
sented in detail in [17], [19], and [21]. Therefore, because 
of the way the mechanical coupling of the three SMA 
Electric Piston occurs the total force developed by the 
driving mechanism will be 13.5 N. 

III. ELECTRICAL CIRCUIT OF REALISED MODEL 
The electrical circuit, with its component blocks, is 

shown in Fig. 6.  
The power supply block comprises: 
- source of 5V, for powering the three SMA springs and 

the race transducer; 
- source of 24V, for supplying PLC (LOGO! POWER); 
- source of 12V, for supplying lifting/lowering com-

mand receptor of the barrier arm (TRACO POWER). 
The command part is composed of an infrared transmit-

ter-receiver, which applies a voltage of 24V to the I3 digi-
tal input of PLC through a normally closed contact of the 
command receptor. The race transducer, whose axis is 
secured to the movable part of barrier, transmits a propor-
tional signal to the AI1 analog input of PLC. 

PLC uses the Q1 output and the R1 relay for powering 
the SMA springs. The Q3 output is used for signaling 
lowered position of the barrier through the red LED. The 
Q2 output is used for signaling raised position of the bar-
rier by the green LED. 

The switch K is used for powering the SMA springs 
from:  

a) a 5 V internal power source, which ensures a constant 
direct current (2.89 A); 

b) a 0-5 V external power source, which ensures a vari-
able direct current.  

IV. EXPERIMENTS AND RESULTS  
Because the SMA spring activates by electric heating, 

the contraction time varies greatly with the applied cur-
rent; the higher the current, the faster the heating, and the 
faster the contraction. In the case of our model, the electric 
current for powering the SMA springs can come from two 
sources: internal power source or external variable source.  

This paper presents the test results obtained with the ex-
perimental arrangement presented in Fig.1, using the in-
ternal power source.  

The experiments consisted in the determination of the 
SMA spring functioning time periods: tsc, ta, trel, and tr. 
These parameters have the following meaning: 

- tsc = time to start contracting, or the necessary time 
from the start of current application to reach the tempera-
ture As;  

- ta = time to actuate, or the contraction time, or the nec-
essary time for the arm to reach the angular displacement  
of 860;   

trel = time to relax, or the necessary time for the SMA  
spring to cool from a temperature greater or at least equal 
to Af to the temperature Ms. In all cases the cooling proc-
ess ended at 23.10C; 

 - tr = time to reset, or the necessary time for the arm to 
return to its initial position. In this status, the SMA tem-
perature is under Mf. 

This test was carried out to analyze the operating mode 
and to have control over the active shape change of the 
SMA actuator.  

The result for a complete up-down cycle of the barrier 
arm is shown in Fig. 7. 

The supply voltage of the three SMA springs was      
U=2.79 V, DC, as seen in Fig. 8. This value is indicated 
by the voltage markers. 

By using the two markers from the transducer race sig-
nal we were able to determine the values for all SMA 
spring functioning time periods: tsc, ta, trel, and tr. As an 
example, in Fig. 9 the two transducer markers indicate the 
value for the time to actuate, ta=1s. 

The values obtained for tsc, ta, trel, tr and for the supply 
voltage of the SMA springs are presented in Table 1 

It follows that one can choose a corresponding value for 
the supply voltage of the three SMA springs so as to ob-
tain a desired pair of actuate-reset time periods.  

V. CONCLUSIONS  
It is known that the barrier structures’ performances are 

directly related to the actuators’ driving systems’ perform-
ance. Systems using shape memory alloys are used exten-
sively in applications requiring high reliability, weight 
reduction of the dimensions, the absence of vibration, high 
precision when operating in repeated cycles.  

The proposed barrier structure is relatively lightweight 
and has a simple con guration due to the fact that an SMA 
spring actuator offers ef ciency in terms of energy, weight 
and space.  

The analysis of the experimental results has demon-
strated that our proposed model behaves quite well.  

The results presented in this paper describe the behavior 
of analyzed barrier structure in case of a constant value for 
the supply voltage of the SMA springs and, therefore, for 
a constant value of their activating current.  

For a given barrier structure, choosing the activating 
current values for the SMA actuator will be done so as to 
obtain the functioning times of the barrier required by the 
customer. Therefore, in future work, we will analyze the 
behavior of this structure at different values of SMA 
spring activating electric current in order to correctly 
choose the type of application. 

These new barrier structures could prove potentially 
useful in: parking lots, toll gates, goods yards, railway and 
bridge barriers, apartment block access etc. 
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Fig. 6. Electrical circuit of accomplished model  

Fig. 7. A complete up-down cycle of the barrier arm: 
                signal from Tc transducer (SMA spring working time periods); 
                signal from power source of SMA springs. 
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Fig. 8. The supply voltage of the three SMA springs (2.79 V) indicated by t
voltage markers: 

he 

                signal from Tc transducer (SMA spring working time periods); 
                signal from power source of SMA springs.

Fig. 9. The value for the time to actuate (ta=1s) indicated by the transducer
markers: 
                signal from Tc transducer (SMA spring working time periods); 
                signal from power source of SMA springs. 
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Abstract - Currently, at company Hidroserv Râmnicu 
Vâlcea, the drying of current transformers used in power 
transformer stations is done by a combination between in-
duction and conduction heating at the frequency of 50 Hz. 
Obviously, this solution is outdated in terms of technology 
and the performed energetic analysis proves it. In order to 
achieve the design of a multifunction static system intended 
to replace the existing one, so as to respond as best as possi-
ble to the specific needs, it is necessary to analyze the drying 
process from energetic point of view. The knowledge of the 
equivalent parameters of the loads is needed too. To sub-
stantiate the feasibility of this new technical solutions, the 
goal of the paper is the analysis of the actual technology 
from energetic point of view. Considering that the current 
transformer of the 110 kV power station Ciungetu is the 
typical load, experimental determinations relating to the its 
drying process have been performed. Two heating coils are 
used, of 33 turns and 38 turns, respectively. In order to de-
termine the associated parameters for both coils, the current 
and voltage across the equivalent induc tor have been rec-
orded by using an oscilloscope Tektronix TDS3000. It is 
obvious, and the performed energetic analysis demonstrates 
this, the solution currently used is outdated in terms of 
technology. 

Keywords: current transformer, electric drying, experimental 
recording, harmonics, numeric filtration. 

I. INTRODUCTION 
In the operation of current transformers from trans-

former stations of hydropowers, their resistance of isula-
tion can become lower that the limits imposed by norms. 
Consequently, it is necessary to dry them. The wetting of 
the insulation can be due to the loss of tightness between 
component parts and to the atmospheric moisture penetra-
tion because the insulating oil is hygroscopic. 

The Norm PE116/94 for tests and measurements on 
electrical equipment requires that, for current transformers 
working at voltages in the domain 110 kV – 400 kV, the 
insulation resistance value to be greater than 5000 M . 
Otherwise, their connection to the line voltage is not al-
lowed. 

The drying of the current transformers can be done 
through various methods: by outdoor heating, by heating 
with current from an independent source, by heating with 
short-circuit current, through ventilation, through active 
iron losses into the transformer. In cases where through a 
certain method it fails to obtain the necessary drying tem-

perature or when heating of different parts is not uniform, 
two methods are combined [1], [2]. 

Currently, at Hidroserv Râmnicu Vâlcea, a combination 
of the induction heating at the industrial frequency and the 
conduction heating is the adopted solution to dry the cur-
rent transformers used in the power transformer stations. 
Given the technological processes that use heating, in or-
der to have a high degree of flexibility, it is considered 
that a static multifunction system is required. It could pro-
vide both DC and AC energy and, in the same time, allow 
the adjustment of the frequency and power level [3] - [13]. 

After introduction, this paper contains three background 
sections and ends with some conclusions. 

In the following section, the structure currently used for 
drying by induction and conduction heating is presented 
and some details on the apparatus used for recording the 
current and voltage are given. 

The next section is dedicated to the processing of the 
recorded data, needed for the graphical representation and 
harmonic analysis. Because the waveforms contain high 
frequency noise, their filtration is done with first order 
filters having the cutting frequency of 10 kHz. 

Then, the electric powers in system and the total power 
factor are calculated by using both unfiltered and filtered 
waveforms. Finally, some conclusions are drawn. 

II. EXPERIMENTAL SETUP 
The current transformer that must be dried is covered 

with an insulating film of textolit, over which a coil that 
has shape of a truncated cone is achieved (Fig. 1). The 
size of the obtained coil depends on number of its turns. 

The conductor used is made of flexible copper class 5 
according to EN 60228, profile stranded (wire diameter of 
0.51 mm), with an outer diameter of 15.8 mm. In this way, 
the parameters’ variation depending on the frequency can 
be neglected.  

The power supply is ensured by using the autotrans-
former of a source for welding capable to adjust the output 
voltage in large limits. 

Two structures of the induction heating coil have been 
achieved, as follows: 

1. Coil with 33 turns, when the rms values of the volt-
age and current are 59 V and 150 A; 

2. Coil with 38 turns, when the rms values of the volt-
age and current are 56 V and 130 A. 

In order to determine the associated parameters for both 
coils, the current and voltage across the equivalent induc- 
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Fig. 1. Detail about the drying of current transformers in actual technology. 

 
tor have been recorded by using an oscilloscope Tektronix 
TDS3000. The current has been recorded by a shunt 
0.5mΩ/100mV precision class 0.2% [14]. The acquisition 
frequency was 100 kHz. 

For the subsequent use in the calculation of the parame-
ters, the waveforms of the two quantities have been fil-
tered by means of first order filters having a period of 10-4 
seconds. Thus, a significant attenuation of the high order 
harmonics has been achieved (Fig. 2).  

It is estimated that the value of 104 rad/sec for the cut-
ting pulsation represents an acceptable compromise be-
tween the mitigation of the high order harmonics and how 
the phases of the first 31 harmonics are affected. Thus, for 
a lower value of the cutting pulsation, the mitigation of the 
high order harmonics could be more pronounced, but the 
phases’ changing of the first 31 harmonics would become 
inacceptable. Conversely, a higher value of the cutting 
pulsation would not mitigate sufficiently the magnitude of 
the high order harmonics. 

III. WAVEFORMS AND HARMONIC ANALYSIS 
As it can be seen in Fig. 3a), the waveform of the ac-

quired current in the case of the coil with 33 turns contains 
harmonics of high frequency. Their presence is due to the 
induced voltages by the electromagnetic disturbances ex-
isting in the external environment. 

The harmonics spectra of the raw and filtered wave-
forms of the current show that the harmonics up to order 
31 have very little influence and the most apparent of the-
se are of orders from 2 to 6 and 11 (Fig. 4).  

Two indicators have been taken into consideration to 
quantify the degree of harmonic distortion, i.e. [15], [16]: 

- The total harmonic distortion factor (THD), 

 1
2

1I
ITHD , (1) 

where I and I1 are the global rms value of the current and 
the fundamental rms value, respectively; 

- The partial harmonic distortion factor (PHD), 
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where N is the order of the last harmonic taken into con-
sideration.  

It was obtained that the total harmonic distortion factor 
for the unfiltered wave is 6.33% and the partial harmonic 
distortion factor corresponding to the first 31 harmonics is 
2.63%.  

As regards the filtered waveform of the current, the to-
tal distortion factor is 3.8% and the partial harmonic dis-
tortion factor associated to the first 31 harmonics is 
2.54%. It can be seen that the last one is slightly lower 
than the corresponding value related to the unfiltered 
wave (2.63%). It follows that the filtering process does not 
affect the low order harmonics, impacting on energetic 
quantities. 

As illustrated in Fig. 5, the high frequency noises con-
tained in the acquired waveform of the voltage are lower. 
The harmonic spectrum shows that the highest weight 
corresponds to the harmonics 2, 3, 5 and 11 (Fig. 6a).  
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Fig. 2. Bode diagrams of the first order filter.  
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Fig. 3. The waveform of current for the coil with 33 turns: a) recorded; b) filtered. 

 
Fig. 4. Harmonic spectra of the current (p.u.) for the coil with 33 turns: a) for the acquired wave; b) for the filtered wave. 

 
Fig. 5. The waveform of voltage for the coil with 33 turns: a) recorded; b) filtered. 

  

Fig. 6. Harmonic spectra of the voltage (p.u.) for the coil with 33 turns: a) acquired wave; b) filtered wave. 

a) b) 

0 10 20 30 40
0

0.2

0.4

0.6

0.8

1

Harmonics Order

V
ol

ta
ge

 H
ar

m
on

ic
s 

M
ag

ni
tu

de
 [p

u]

THD=2,76%
PHD=2,33%

0 10 20 30 40
0

0.2

0.4

0.6

0.8

1

Harmonics Order

V
ol

ta
ge

 H
ar

m
on

ic
s 

M
ag

ni
tu

de
 [p

u]

THD=2,34%
PHD=2,3%

a) b) 

0 0.005 0.01 0.015 0.02
-100

-50

0

50

100

Time [s]

V
ol

ta
ge

 [
V

]

THD=2,76%

0 0.005 0.01 0.015 0.02
-100

-50

0

50

100

Time [s]

V
ol

ta
ge

 [
V

]

THD=2,34%

a) b) 

0.005 0.01 0.015 0.02
-300

-200

-100

0

100

200

300

Time [s]

C
ur

re
nt

 [A
]

0.005 0.01 0.015 0.02
-300

-200

-100

0

100

200

300

Time [s]

C
ur

re
nt

 [A
]

a) b) 

76

_______________________________________________________________________________________________Annals of the University of Craiova, Electrical Engineering series, No. 40, 2016; ISSN 1842-4805



 
Fig. 7. The waveform of current for the coil with 38 turns: a) recorded; b) filtered. 

 
Fig. 8. Harmonic spectra of the current (p.u.) for the coil with 38 turns: a) acquired wave; b) filtered wave. 

 
Fig. 9. The waveform of voltage for the coil with 38 turns: a) recorded; b) filtered. 

 

Fig. 10. Harmonic spectra of the voltage (p.u.) for the coil with 38 turns: a) acquired wave; b) filtered wave. 
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The total harmonic distortion factor of the unfiltered 
and filtered waves of voltage is 2.76 % and 2.34 % respec-
tively. The partial distortion factors by considering only 
the first 31 harmonics have the values 2.33 % for the raw 
wave and 2.3 % for the filtered wave.  

As it can be seen from Fig. 4b) and Fig. 6b), the weight 
of harmonic of order 31 is 0.12 % for voltage and 0.15 % 
for current. This aspect and the very close values of the 
partial harmonic distortion factors show that the consider-
ation of the first 31 harmonics is enough. 

In the case of the 38 turns coil, the phenomena are simi-
lar in terms of quality aspects (Fig. 7-Fig. 10). There are, 
however, few quantitative differences, as follows: 

- The total harmonic distortion of the current is 6.83 % 
for the acquired wave and 3.49 % after filtration; 

- The partial harmonic distortion of the current is 3.36 
% for acquired wave and 3.23 % for after filtration; 

- The total harmonic distortion of the voltage is lower, 
respectively it is 2.53 % for the unfiltered wave and 
2.06% for the filtered wave; 

- The partial harmonic distortion of the voltage is lower, 
that is 1.5% for unfiltered wave and 1.49% for filtered 
wave; 

- The weight of the harmonic voltage of order 31 is 
about 0.066 %; 

- The weight of the harmonic current of order 31 is 
about 0.35 %. 

It must be mentioned that the measurements for the two 
coils were performed on different days. Accordingly, the 
supply conditions were not identical. Even the frequency 
of the supply voltage was different, namely 50.5 Hz in the 
case of coil with 33 turns and 50 Hz in the case of coil 
with 38 turns. 

IV. ENERGETIC ANALYSIS 
In order to perform the energetic analysis, the active 

power (P), the apparent power (S) and the global power 
factor (PF) have been calculated. The following expres-
sions have been implemented by modeling under 
MATLAB/Simulink software: 

- for the active power, 

 
t

Tt
diuP ; (3) 

- for the apparent power, 

 IUS ; (4) 

- for the global power factor, which is a synthetic indi-
cator on powers, 

 
S
PPF . (5) 

The rms values values of the voltage and current (U and 
I), which intervene in (4), have been implemented through 
their definitions [16]: 

 
t

Tt
duU 2 ; (6) 

 
t

Tt
diI 2 . (7) 

The power that could be compensated (PC) has been 
calculated too,  

 22 PSPC , (8) 

and its weight in the active power (WCP) and apparent 
power (WCS) are expressed as: 

 
P
PW C

CP ; (9) 

 
S
PW C

CS . (10) 

It must be noted that the power that could be compen-
sated to reach the unity power factor contains both the 
reactive power and the distortion power [16]. 

In the same time, the undimensional indicators WCP 
and WCS are a measure of additional expenses because of 
unussed power. 

The numerical results given in Table I show that the en-
ergetic performances are weak.  

Thus, low values are obtained the the global power fac-
tor (about 38 % for the coil with 33 turns and about 45 % 
in the case of the coil with 38 turns). 

If it is obvious that the drying process by heating the 
current transformer is more effective if the coil covers 
better the transformer’s height and the number of turns of 
the coil is higher. This second aspect is confirmed by the 
results shown in Table 1. 

TABLE I.  
THE NUMERICAL RESULTS OF ENERGY PARAMETERS 

Coil 33 turns 38 turns 

 Filtered 
wave 

Unfiltered 
wave 

Filtered 
wave 

Unfiltered 
wave 

Frequency 50.5 Hz 50 Hz 
U [V] 49.41 49.43 49.41 49.44 

I [A] 153.5 153.8 138.3 138.6 

P [W] 2885 2887 3091 3093 

S [VA] 7583 7601 6832 6851 

PF 0.3816  0.3798 0.4595 0.4515 

PC[VA] 7013 7031 6093 6113 

WCP [%] 243.08 243.55 197.11 197.64 

WCS [%] 92.48 92.51 89.18 89.23 

 
The need to search for new sources and technologies 

based on the heating process, dedicated to the drying of 
the current transformers and other components of the hy-
dropower plants, is better illustrated by the high values of 
indicators WCP and WCS.  

Thus, the power that could be compensated represents 
about 90 % of the apparent power and 200 % of the active 
power. 
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V. CONCLUSIONS 
1. The detailed energetic analysis of the drying process 

by heating of a current transformer from a power station 
in a hydropower plant shows that the existing technology 
and equipment are “energy-intensive”. 

2. The data obtained through this analysis can be used 
to calculate the equivalent parameters of the system, 
which are required in identification and the design of new 
equipment with better energy performance. 

3. The power that could be compensated, with favorable 
consequences on the supply system, is about 2 ÷ 2.5 times 
higher than the active power. 

4. A simple solution to compensate this useless power 
is to use a compensation capacitor connected in parallel 
with the inductor. 

5. It is estimated that a complete way to improve the 
energetic performances requires supplying from a static 
system based on a resonant voltage inverter. 

6. A multifunction static system able to provide both 
AC and DC voltage, continuously adjustable in large lim-
its, may be obtained by supplying the voltage source in-
verter from either a fully controlled rectifier or a half con-
trolled rectifier. 
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Abstract - This paper deals with the implementation of the 
control strategy for a three-phase voltage source inverter 
(VSI) system with the purpose of improving the power qual-
ity and controllability of photovoltaic (PV) system for     
microgrids (MGs) integration by means of energy storage 
system. The proposed model comprises of a PV power plant 
with an energy storage system coupled to the grid by means 
of a VSI. The PV system and the battery storage are inte-
grated with the help of DC-DC and DC-AC converters in 
such a way that bidirectional flow of active and reactive 
powers can be achieved. The required power for the con-
nected loads can be effectively delivered and supplied by the 
proposed PV system and energy storage systems, subject to 
an appropriate control method. The ultimate goal of any 
power system is to maintain a balance between demand and 
supply of active power at any set point in time. Controllers 
integrating energy sources respond to the received signals 
and attempt to fulfil the grid demand. The system response 
is almost instantaneous and thus can be very helpful in grid 
frequency and voltage support. The grid voltage harmonic 
generation influences the PI current controller and gener-
ates current harmonics; the used harmonic compensator is 
effective for both positive and negative sequence fifth and 
seventh harmonics. The proposed control system is validat-
ed by means of simulation results. 

Keywords: microgrid, PV source, energy storage, harmonic 
compensator, power quality. 

I. INTRODUCTION 
The introduction of renewable energy sources (RES) is 

associated with the development of distributed power gen-
erating systems. The classical energy unidirectional distri-
bution grid is replaced with a smart grid containing a mul-
titude of microgrids (MGs), using RES and loads where 
the energy flow is bidirectional in respect with the main 
Grid. The control of the issues related to the stability of 
supply and energy quality in such grids are falling in the 
responsibility of the automated MGs, because the expo-
nential increase of the control complexity makes not any-
more possible the human dispatcher to perform it. From 
this point of view the RES have to participate to the quali-
ty control issues [1], [2]. This responsibility will be shared 
by sources and customers (loads) in the grid. In this way 
the dynamic stability of the MG has to be sustained by the 
RES power plant, too. One of the RES, the PV source, 
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has, due to the electronic converters implied in its struc-
ture, the greatest answer speed capability to face with the 
stability problems, part of which are created in large ex-
tent by its own inherent  variability of energy production. 
The premise used until now, to maximize the energy pro-
duction using the maximum power point tracking 
(MPPT), will be replaced by the request to participate to 
the MG’s operational stability [3-4]. This will mean to 
keep some part of the rated power as a reserve to be ex-
ploited in case of need. Also that request will require an 
associated energy storage facility besides the PV power 
plant. The difference between the PV power generation 
and local load consumption being directed to or supplied 
by the battery energy storage system connected via the 
power electronic interface. In our study we are starting to 
create a PV system on which study and, later, experiment 
some issues related to the dynamic stability and power 
quality of an MG supplied by a PV power plant. We will 
present aspects related not only on the grid connected 
MG, but to the possibility to operate it in an islanded way, 
too.  

The system considered in the present study consists of a 
PV plant of 5.2 kW rated power, a battery banks (48V/100 
Ah), a 5 kW three-phase VSI used to interface the DC-link 
to the grid through an LC filter. The simplified block dia-
gram of the proposed system is shown in Fig 1. 

 

Energy storage system

VSC

Bi-dir
Conv.

Lf rf

Cf

GridCPV

AC Loads

ia

ib

ic

va

vb

vc

 

Fig. 1. Block diagram of analyzed system. 

There are a lot of researches developed around the PV 
based MGs. Many of them are building around the same 
system adopted by us, [5]-[8], or without the storage facil-
ity, [9]. The dynamic control of the power supply to the 
grid and the stability of the MG related to the stability of 
grid in case of transients are at the beginning in many as-
pects as it can arise from the review papers such us [10]-
[12]. 

The main objective of the present work is to implement 
a structure for improving the power quality and controlla-
bility of PV power plants for MG integration by means of 
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energy storage system. The paper is organized as follows: 
in Section II the system configuration with the control 
methods, Section III describes the simulation results while 
the main conclusions are provided in Section IV. 

II. SYSTEM CONFIGURATION AND CONTROL 
The analyzed PV power plant consists on 1 string of 22 

series panels (≈ 5200 W) directly to the VSI DC-link, the 
rated DC voltage produced by the string being around 
650VDC. The PV panel’s model is detailed in [13] and the 
datasheet parameters are given in [14]. The energy storage 
system consists of a storage element, in this case a bank of 
batteries and a bidirectional converter. 

The lead acid batteries are the dominant energy storage 
technology, with their advantages of low price, high-unit 
voltage, stable performance and a wide operating tempera-
ture range [15], [16].  

The battery bank consists of four    12 V batteries con-
nected in series. The battery is able to supplement the 
power provided to the load by the PV, when the irradia-
tion is too low. Batteries are the storage devices which 
cannot be overcharged or depleted completely. Their 
charging /discharging have to be controlled in order to 
maintain it for longer life. This care can be taken while 
generating the capability. For battery state of charge 
(SOC) estimation, the control method updated the SOC 
variable from one time step to the next, based on the pow-
er that goes through the cell stack. The control algorithm 
uses two variable parameters (IBatt, VBatt) and one constant 
block (c). With a discrete time–integrator block by accu-
mulation the SOC is thus computed each cycle based on 
the previous SOC, depending on the input values. The 
change in SOC is implemented as follows:       

                        SOCSOCSOC tt 1                   (1) 

ratingrating

StepBattBatt

capacity

StepLAB

capacity TimeP
TimeVI

E
TimeP

E
ESOC     (2) 

The basic principle of an SOC indication system is 
shown in Fig. 2. 

 

1
1

z

IBatt

VBatt

c

SOC SOC

 
Fig. 2. Simplified battery SOC control method. 

                
360045000

10100 6

ratingrating

Step

TimeP
Time

c               (3) 

Where the values in (3) are corresponding to the practi-
cal studied system, the battery thus modeled is integrated 
in parallel with the DC link via the bidirectional DC-DC 
converter.  

The bidirectional charge controller provides suitable 
charging conditions and regulates the current flow to 
avoid overcharge for battery protection. Connecting the 
battery through a DC–DC converter provides flexibility in 
choosing the DC-link voltage level, and the battery volt-

age and configuration. It also enables the battery to pro-
vide the necessary power to maintain a constant load volt-
age.  

The simplified layout of the bidirectional charge con-
troller is presented in Fig. 3. This control algorithm uses a 
constant DC reference voltage (VDC_ref) to 
charge/discharge a battery.  

 

PI+-
VDC

VDC_ref

Battery

The average model of the
bidirectional charger

IDC IBatt
+

-

VDC

+

-

VBatt

 
Fig. 3. The control mode of the bidirectional charge controller. 

The DC voltage ( DCV ) is compared with a reference 
voltage ( refDCV _ ) and an error signal is obtained. With a PI 
(proportional-integrator) controller, the DC value of the 
charge/discharge current ( DCI ) is obtained. When 

0DCI  the battery is charging, and when  0DCI  the 
battery is discharging. It measures the power output of the 
PV system and the state of charge (SOC) of the battery 
and decides how much energy can be delivered/absorbed 
at a given moment.  

A 5000 μF capacitor is considered on the DC-link of 
the PV battery system. The 5 kW three-phase VSI is re-
sponsible for converting the DC power from the PV-
battery system into AC mains power and feeds it into the 
grid.  

The whole system was sized to ensure the adequate 
output for the load and to the grid. The PWM of the in-
verter and the LC filter (Lf =2 mH,  Cf =10 μF) was ade-
quately sized to reduce the THD under the standard value. 
To have the desired reference AC currents at the output, 
the magnitude and phase information is essential.  

A simple PI loop generates the magnitude of the current 
by comparing the DC link voltage to the reference value, 
and a phase locked loop provides the voltage phase angle 
information. Thus PI controller takes care of the voltage at 
the DC bus. The controller generates a positive reference 
current for a positive error and a negative reference cur-
rent for a negative error.  

The control structure of the grid side converter based on 
PI current controllers in dq frame is presented in Fig. 4. 
The iq current component determines reactive power while 
id decide the active power flow.  

The input of the current controller is the error between 
the measured and reference grid current. The current con-
troller output is the reference grid voltage, which divided 
by the DC source voltage gives the duty cycle for the in-
verter. The power quality problem of the power supplied 
by the PV-battery source is related to the harmonics con-
tent of the AC wave generated by the inverter. 
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Fig. 4. The dq current control based on PI controller with HC. 

 

In order to reduce the harmonics content, expressed by 
the THD, a supplementary Harmonics Compensator (HC) 
is applied in synchronous reference frames, where the 
currents being regulated are DC quantities, which elimi-
nates the steady-state error, in order to obtain an improved 
power quality in the analyzed configuration.  

Among numerous current control schemes reported in 
the literature [17]-[19], in the studied HC control structure 
(Fig. 5) two controllers are implemented in two frames 
rotating at -5ω and +7ω, one frame for each harmonics. 
As the most important harmonics in the current spectrum 
are the 5th and 7th, in this paper HC is designed to compen-
sate these two selected harmonics.  
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Fig. 5. The HC diagram for PI controller. 

 

In order to synchronize the grid connected VSI and 
control of injected current to ensure unity power factor at 
point of common coupling (PCC), a PLL block is used. 
Also, PLL system can be used to detect the frequency and 
phase of the harmonics in order to select the proper speed 
of the synchronous frame. The implemented PLL structure 
in our analyzed control structure is based on [21], where 
the positive-sequence voltage vector is translated from the 
αβ stationary reference frame to the dq rotating reference 
frame by means of Park’s transformation.  

III. SIMULATION RESULTS 
The proposed PV-battery MG system has been modeled 

and simulated using the Matlab/Simulink environment. 
Fig. 6 presents the Simulink diagram of the PV-battery 
connected to the MG by means of a three-phase inverter. 

In order to investigate the system’s operation, the sys-
tem is tested under different scenarios to show that opera-
tion is quick enough in response to the commanded sig-
nals. The system is tested in the synchronous dq-PI, for 
two different cases as follows:  

- constant reference inverter power (Pinv=3 kW) and 
constant AC loads (Pload = 5 kW), with harmonic genera-
tion, without and with HC for variable irradiation PV lev-
els.  

- step change in the inverter power reference for 3 kW 
to 5 kW at t=3 s and variable AC loads (see Fig. 16 – 
green line), with harmonic generation, without and with 
HC for a constant PV irradiation level.  

The following figures show the simulation results     
followed by a discussion about improving the power qual-
ity and controllability of PV power plants for microgrids 
integration by means of energy storage system. 

A. Case 1: PV-battery system variation at constant local 
load  

In the first case, a variation in the PV irradiation was 
applied, (see Fig. 7) in order to simulate a real PV operat-
ing condition. The simulations were performed at 3 kW 
constant inverter reference power value and 5 kW total 
load power demand. The reactive power reference is set to 
zero. 

 
Fig. 6. Simulink diagram of the studied system. 

82

_______________________________________________________________________________________________Annals of the University of Craiova, Electrical Engineering series, No. 40, 2016; ISSN 1842-4805



1 2 3 4 5 6

500

600

700

800

900

1000

1100

Time [s]

Ir
ra

d
ia

tio
n
 [

W
/m

2 ]

 

 

 
Fig. 7. Variable irradiation of PV array input. 

By using a PI regulator, the DC inverter voltage link, 
presented in Fig. 8, is maintained around 650 VDC accord-
ing to the PV irradiation levels. For testing the effective-
ness of HC, a 5th and 7th harmonic order injection by the 
three phase voltage grid is applied into the system for 
whole duration of the simulation. 
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Fig. 8. DC inverter voltage link variation. 

In Fig. 9, during this process, the negative current im-
plies that the battery is in discharging mode. When the 
battery is charging, the battery voltage increases by about 
2 V (at t=2 s for 1000 W/m2) and decreases by about 1 V 
(starting with t=4 s for 800 W/m2).  
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Fig. 9. Battery voltage, current and SOC variation. 

The initial battery SOC is considered 80 %. In the tran-
sient regime, the battery SOC passes from discharging to 
charging mode in order to ensure the stability of the sup-
ply for the loads.  

As it can be seen in Fig. 10, at 500 W/m2, the power 
produced by the PV system cannot supply the entire load 

energy demand (5 kW), therefore the battery will supply 
the difference.  

The excess power (at 1000 W/m2) is stored in the bat-
tery bank. Consequently, Fig. 10 shows that the power 
balance of the PV-battery system is maintained. 
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Fig. 10 Active power balance in the PV-battery system. 

 
The grid currents variation waveforms without/with HC 

are presented in Fig. 11.  
According to [20] the injected current and voltage in the 

grid should not have a THD larger than 5 % (for current) 
and 8 % (for voltage). The FFT analysis was made for      
3 kW inverter active power reference value to obtain the 
graphical representation of the harmonic spectrum for 
phase A (Ia) with harmonic injection in both cases: with-
out and with HC starting at t= 5.08 s for 1 cycle. 
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Fig. 11. Grid currents variation: (a) without HC; (b) with HC. 

 
The grid currents THD containing the 5th and 7th har-

monics are processed in Matlab/Simulink with a Powergui 
block. 

As can be seen in Fig. 12, when is applied a harmonic 
injection is enabled (i.e. the grid has harmonic compo-
nents), without HC, the level of THD current is 23.26 % 
for 3 kW inverter power reference. After the HC activa-
tion, the THD level decreases at 6.00 %.   

By compensating the 5th and 7th harmonics, the THD 
current is drastically reduced, while the PI-HC controller 
implemented in dq frame having good performances at 
partial powers representing 60 % of the rated value          
(5 kW). 
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Fig. 12. Grid current (Ia) harmonic spectrum:                       

(a) without HC; (b) with HC. 

The measured grid voltages variation with harmonic in-
jection is shown in Fig. 13.  In Fig 14, the resulted voltage 
THD (5.91 %) calculated for 1 cycle starting at t=5.08 s is 
in accordance with the standards.  
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Fig. 13. Grid voltages variation with harmonic injection. 
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Fig. 14. Grid voltage (Va) harmonic spectrum with harmonic        

generation content 

B. Case 2: PV-battery system variation at variable local  
load  

 
In order to test again the transient performance of the 

proposed PV-battery control method, a variation of the 
full power load demand is considered (at t=2 s, a 5 kW 
load is connected and disconnected at t=4 s) for a constant 
PV irradiation level (1000 W/m2). Also, a step change in 
the inverter power reference from 3 kW to 5 kW at t=3 s is 
applied. The battery voltage, current and SOC variation 
results are presented in Fig. 15. For this case, the battery is 
in charging mode for the whole duration of the simulation. 
Until the load is connected, all the power produced by PV 
plant is stored in the battery. Also, at t=2s when a 5 kW 
local load is connected, the PV ensure stable supply for 
the loads (the approximately 0.2 kW excess power is 
stored in the battery), and the battery charging mode is 
maintained during the transient event. When the inverter 
power is changed, the battery voltage decreases by about 
1.5 V (at t=3 s), and the positive current implies that the 
battery remains in charging process.  
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Fig. 15. Battery voltage, current and SOC variation. 

The case of VSI output power increasing from 3000W 
up to around 5000W is shown in Fig. 16, which highlights 
the power balance of the PV-battery connected to the grid 
system. 

A good transient behavior of the PI controller can be 
noticed in this situation. The current is controlled accord-
ing to its new reference and the output power of the VSI 
smoothly reaches its new operating point. These results 
confirm that the proposed control algorithm is stable, 
achieving zero steady-state error at fundamental frequency 
and having a good transient response. A zoom in the grid 
currents starting at t=5s in both situations without/with 
HC can be seen in Fig. 17.  
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Fig. 16. Active power balance in the PV – battery system. 
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Fig. 17. Grid currents variation: (a) without HC; (b) with HC. 
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As can be seen in Fig. 18, when a harmonic injection is 
applied, without HC, the level of THD current is 14.21 % 
for 5 kW, while after HC implementation, the THD level 
decreases at 3.78 % and the system is within the standards 
at rated power.  

The grid voltages are balanced and unaffected by the 
step change in the inverter power reference for 3 kW to 5 
kW and the grid voltage THD is similar by the previously 
case (see Fig. 13 and Fig. 14). 
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Fig. 18. Grid current (Ia) harmonic spectrum:                        

(a) without HC; (b) with HC. 

IV. CONCLUSIONS 
The behaviour of an interfacing system for improving 

power quality and controllability of PV power plants for 
MG integration has been presented in this paper.  

This includes an associated energy storage system facil-
ity in the PV DC link besides the PV power plants with 
the role to enhancing the control for MG integration. A 
dq-PI control strategy has been applied in order to design 
a current controller for grid-connected VSI, with the main 
focus on harmonics distortion and tracking performance. 
The control strategies are performing well under normal 
and transient PV irradiation conditions.  

The analyzed two cases were provided in terms of the 
harmonic generation dependent on the PI controller struc-
ture without and with HC for constant and variable loads.  

With harmonic injection and without HC, the system 
does not comply with the IEEE 1547.2 standard in terms 
of harmonic content. By compensating the 5th and 7th har-
monics, the system is within the standards, at rated power 
and at partial powers representing 60 % from the rated 
value. Stair change in the PV power shows good battery 
response in the case of increase/decrease in load.  

The simulations results show that the enhance control 
method ensures good effectiveness in meeting the strin-
gent grid harmonic standard it is suitable for MG integra-
tion.  
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Abstract - In this article we'll tackle the control of electric 
drive with high dynamic, with rapid changes in torque and 
speed, where the control strategy is FOC (Field Oriented 
Control). In the surface mining industry, from which the 
electric drive application for this article is selected, the gen-
eral trend is toward using asynchronous motors with short-
circuit rotor, due to the advantages of this motor both in 
terms of design and operation. In order to achieve the vari-
able speed, must be used the static frequency converters. 
Simulations were carried out using a converter with FOC 
control strategy and a 45kW motor. The simulations also 
followed the direction from simple to complex in order to 
emphasize both qualitative and quantitative elements with 
respect to the overall dynamic behavior. Simulations were 
carried out both in the case where the overall structure con-
tains an encoder for speed information, and where the sen-
sorless approach is used the implementation of an estimator 
is strictly necessary. Such cases were dealt with where speed 
is measured directly with an encoder, compared with the 
case of sensorless control, where speed is estimated using a 
Model References Adaptive Control Estimator. Simulations 
were carried out in MATLAB/Simulink environment, high-
lighting the control structures and comparative results 
achieved for a drive application commonly used in surface 
mining industry. Following these directions a functional 
application was implemented and tested. 

Keywords: sensorless control; electric drives; controller; esti-
mator. 

I. INTRODUCTION 
The development of electric drive systems was charac-

terized in recent years by a special dynamic, linked both 
with technological advancements in the manufacture of 
semiconductor switching elements and new topologies of 
electric drive. Electric drives represent complex equip-
ment designed to ensure optimal power supply and com-
mand of actuators during the operating processes [1-6]. 

To study the behavior of the system of frequency con-
verter plus motor prior to the actual construction of the 
converter, a series of numerical simulations have been 
carried out using MATLAB/Simulink environment [7-9]. 

Trial and error type iterations are necessary to avoid the 
rough design errors, but also to identify a series of com-
plex effects and phenomena, even if in the simulated envi-
ronment, which should converge towards a positive pur-
posefulness of the whole project. 

We are showing the control of electric drive with high 
dynamic, with rapid changes in torque and speed, where 
the control strategy is FOC. Such cases were dealt with 
where speed is measured directly with an encoder, com-
pared with the case of sensorless control, where speed is 
estimated using an Estimator. Simulations were carried 
out in MATLAB/Simulink environment, highlighting the 
control structures, the tuning parameters and comparative 
results achieved for a drive application commonly used in 
surface mining industry. 

The technical data of the electric drive system which 
includes static frequency converter designed with superior 
technical features providing speed regulation between 
zero and the rating value for asynchronous motors with 
short-circuit rotor, are as follows: supply voltage: 3 x 400 
Vac/50 Hz; rated output power: 45 kW; peak output: 1.5 x 
PN/2 minutes; operating temperature: -25°C to 45°C; sta-
tor resistance: 0.041 Ω; rotor resistance: 0.050 Ω; sta-
tor/rotor inductance: 0.8 mH; mutual inductance: 20.7 
mH. 

Sensorless control has a lot of advantages in terms of 
hardware technology, as well as performance, but the 
price is an additional encumbrance on the control system. 
Therefore, the main function of the control subsystem is 
prediction of speed. Fortunately, achievements in control 
theory, such as Kalman or Luenberger estimators, have 
largely contributed to solving this problem. This empha-
sizes the importance of continuous migration of new ap-
proaches and achievements in control theory to the field of 
electric drives [10]. 

In this article we will focus on a different type of esti-
mator than the ones mentioned above, namely a MRAC- 
Model References Adaptive Control type estimator [11]. 
Although it doesn’t have the advantage of the Kalman 
type estimator (which provides a good prediction even for 
additional uncertainty added to the measured values), this 
estimator has the advantage of simplicity in terms of its 
structure, because obviously beside the simulations which 
ensure a good design, it also performs the implementation 
of algorithms for measurement, control and prediction in a 
DSP, where the number of variables and performed opera-
tions must be optimized. 

The structure of the paper is as follows. In second sec-
tion will briefly present the basics of Field Oriented Con-
trol for the induction motor. The simulations performed 
with the same parameterization sets of the controllers and 
the references for speed and torque are presented in Sec-
tion 2 and 3 for a good comparison between the cases of 
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control with encoder and sensorless. Section 4 show the 
practical implementation of the control structures from 
previous sections, and the experimental setup and results 
are presented. Finally, some conclusions will be issued 
and will be pointed out some ideas for continuation of 
work. 

II. CONTROL OF ELECTRIC MOTORS DRIVES 
In the following simulations with the encoder version, 

the behavior of the converter unit plus motor will be ana-
lyzed, in terms of the following quantities: stator current, 
rotor speed, torque and voltage in the intermediate circuit. 

The varying parameters were: for the speed regulator 
Kp and Ki, for the flux controller Kp and Ki, speed ramps 
and the hysteresis band for the current regulator. 

The classic form in s domain of a PI controller is: 

 )11()(
sT

KsH
i

R , (1) 

then we have the equivalence with the Simulink imple-
mentation: 

 Rp KK ,
i

R
i T

KK  (2) 

The PI controllers tuning was carried out using the pa-
rameters and discrete models presented in Simulink [1].  

The model Simulink is show in Fig. 1, parameterization 
of the motor is shown in Fig. 2, the parameterization of 
the rectifier, inverter, intermediate filter and braking 
chopper is shown in Fig. 3. The chosen vector control 
mode is of FOC type, and the parameterization of speed 
regulators, flow controllers, current regulators, accelera-
tion/braking ramp, filters and limitations is shown in Fig. 
4.Fig. 5 show the general control diagrams of speed con-
trollers, current and flux controllers, the transform of co-
ordinates and calculation of the rotor position for FOC 
control strategy implemented in Simulink. 

The value of the speed ramp for actual application is 
150rpm/s and the hysteresis band of current controller is 
between 5 and 20A. 

 

Fig. 1. Simulink block diagram for model. 

 

Fig. 2. Parameters of motor. 

 

Fig. 3. Parameters of Rectifier, DC Bus and Inverter. 

 

Fig. 4. Adjustable parameters of the controllers. 

 

Fig. 5. Field Oriented Control block diagram. 
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The output of speed controllers supply the torque (T*) 
and flux (Phi*) references for inner loop control. Follow-
ing [1] and Fig. 5 for usual electrical parameters given 
above we can write the equations and transfer functions 
for calculate the Id, Iq and the intermediate value of flux 
used at each iteration by de FOC strategy control. 

 
Phi
T

Phi
T

L
L

p
I ee

m

r
q 346.01

3
2* , (3) 

 
7.20

**
* Phi

L
PhiI

m
d , (4) 

 
sT

L
sI
sPhi

r

m

d 43.01
7.20

1)(
)( , (5) 

where the symbol * mean that the value is calculated 
and will be used to the next iteration. In this way we can 
write the equations for each block from Fig. 5. 

The simulation results for the parameterization sets of 
the controllers and the references for speed and torque 
from below are given in Fig. 6-10. 

Set no.1: Speed controller: Kp=30, Ki=20; Flux con-
troller: Kp=100, Ki=3, hysteresis band of current control-
ler=10A; the speed reference is given by the sequence:[0 
0.5 2]s  [0 150 700]rpm; the torque reference is given by 
the sequence: [0 0.5 3]s  [10 100 200]Nm. 

Set no.2: Speed controller: Kp=300, Ki=2000; Flux 
controller: Kp=100, Ki=30, hysteresis band of current 
controller=10A; the speed reference is given by the se-
quence:[0 0.5 2]s  [0 150 700]rpm; the torque reference 
is given by the sequence: [0 0.5 3]s  [10 100 200]Nm. 

Set no.3: Speed controller: Kp=300, Ki=2000; Flux 
controller: Kp=100, Ki=30, hysteresis band of current 
controller=10A; the speed reference is given by the se-
quence:    [0 0.5 2]s  [0 150 700]rpm; the torque refer-
ence is given by the sequence: [0 0.5 3]s  [10 100 
200]Nm; rotor resistance is doubled: 2x0.05Ω. 

Set no.4: Speed controller: Kp=300, Ki=2000; Flux 
controller: Kp=100, Ki=30, hysteresis band of current 
controller=10A; the speed reference is given by the se-
quence:    [0 7]s  [800 300]rpm; the torque reference is 
given by the sequence: [0 3 7]s  [10 300 10]Nm. 

Set no.5: Speed controller: Kp=300, Ki=2000; Flux 
controller: Kp=100, Ki=30, hysteresis band of current 
controller=10A; the speed reference is given by the se-
quence:    [0 0.5 2 4 7 8 9]s  [0 150 300 500 350 450 
700]rpm; the torque reference is given by the sequence: [0 
3 6 9 10]s  [10 100 200 300 100]Nm. 

IN FOC control strategy (see Fig. 1 and Fig. 5) the flux 
and current controllers are in inner loop and the speed 
controller is in outer loop control. Besides the good dy-
namic performance are achieved (stationary error, settling 
time, rising time, overshooting and oscillating index), due 
to proper tuning of the regulators PI using Ziegler-Nichols 
method and varying the hysteresis band of current control-
ler between 5A and 20A. Using a quality index given by 
de sum of squared errors between desired speed and 
measured speed, after a lot of simulations the best tuning 
is achieved in Fig. 7. The actual parameters of the motor 
can vary in time from the rated parameters (particularly 
due to temperature), in such a way that through simula-

tion, it is found that controllers have a good tuning even 
for a fluctuation of 100% in rotor resistance (see Fig. 8).        

In Fig. 9 at second 7, when the torque reference de-
creases from 300Nm to 10Nm regenerative braking occurs 
and the voltage in the intermediate circuit increases. In 
Simulink, in order to analyze this phenomenon we have 
set the limits of the braking chopper between 750V (Acti-
vation Voltage) and 650V (Shutdown Voltage). For actual 
implementation, instead of the braking chopper, a regen-
erative inverter will be used. 

The simulations for an increasing dynamic of the refer-
ences torque and speed are presented in Fig. 10. 

 

Fig. 6. The simulation of model for the set no.1 of parameters of the 
controllers and references. 

 

Fig. 7. The simulation of model for the set no.2 of parameters of the 
controllers and references. 
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Fig. 8. The simulation of model for the set no.3 of parameters of the 
controllers and references. 

 

Fig. 9. The simulation of model for the set no.4 of parameters of the 
controllers and references. 

 

Fig. 10. The simulation of model for the set no.5 of parameters of the 
controllers and references. 

III. CONTROL SENSORLESS OF ELECTRIC MOTORS 
DRIVES 

The model Simulink for the sensorless version is shown 
in Fig. 11, [1]. As opposed to the model in Figure 1, an 
additional estimator block will be noticed (see Fig. 12), 
[11].The type of estimator for angular speed is MRAS.  

The model Simulink for the sensorless version is 
shown in Fig. 11, [1]. As opposed to the model in Fig. 1, 
an additional estimator block will be noticed (see Fig. 12), 
[11]. The type of estimator for angular speed is MRAS.    

 

Fig. 11. Simulink block diagram for sensorless model. 

 

Fig. 12. Speed estimator block diagram. 

The equations of Blocks A and B are [11]: 
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For the speed Estimator implemented in Simulink,  let  

note 
sr

m

LL
L2

1 and starting with equations [11,12] we 

obtain: 
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and using that s
qd

s
qr1tan , after calculus we obtain: 
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The encoder is thus eliminated, and the angular speed is 
estimated from current and voltage measurements. Using 
Popov hyperstability criterion, in order to achieve the 
overall asymptotic stability, an estimator will be achieved 
as follows [11]: 

 
s

KK i
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In the following simulations without encoder version, 
the behavior of the converter unit plus motor will be ana-
lyzed, in terms of the following quantities: stator current, 
rotor speed, torque and voltage in the intermediate circuit. 

The varying parameters were: for the speed regulator 
Kp and Ki, for the flux controller Kp and Ki, speed ramps 
and the hysteresis band for the current regulator. In addi-
tion with the encoder case, the estimator which is imple-
mented around a PI controller will also have tuning pa-
rameters Kp and Ki.   

The simulation results for the parameterization sets of 
the controllers and the references for speed and torque 
from below are given in Fig. 13-17. 

Set no.1: Speed controller: Kp=300, Ki=2000; Flux 
controller: Kp=100, Ki=30, hysteresis band of current 
controller=10A; speed estimator controller: Kp=500, 
Ki=5000; the speed reference is given by the sequence:[0 
0.5 2]s  [0 150 700]rpm; the torque reference is given by 
the sequence: [0 0.5 3]s  [10 100 200]Nm. 

Set no.2: Speed controller: Kp=30, Ki=20; Flux con-
troller: Kp=100, Ki=3, hysteresis band of current control-
ler=10A; speed estimator controller: Kp=500, Ki=5000; 
the speed reference is given by the sequence:[0 0.5 2]s  
[0 150 700]rpm; the torque reference is given by the se-
quence: [0 0.5 3]s  [10 100 200]Nm. 

Set no.3: Speed controller: Kp=30, Ki=20; Flux con-
troller: Kp=100, Ki=3, hysteresis band of current control-
ler=10A; speed estimator controller: Kp=500, Ki=5000; 
the speed reference is given by the sequence:[0 0.5 2]s  
[0 150 700]rpm; the torque reference is given by the se-
quence: [0 0.5 3]s  [10 100 200]Nm; rotor resistance is 
doubled: 2x0.05Ω. 

Set no.4: Speed controller: Kp=30, Ki=20; Flux con-
troller: Kp=100, Ki=3, hysteresis band of current control-
ler=10A; speed estimator controller: Kp=500, Ki=5000; 
the speed reference is given by the sequence: [0 7]s  
[800 300]rpm; the torque reference is given by the se-
quence: [0 3 7]s  [10 300 10]Nm. 

Set no.5: Speed controller: Kp=30, Ki=20; Flux con-
troller: Kp=100, Ki=3, hysteresis band of current control-
ler=10A; speed estimator controller: Kp=500, Ki=5000; 

the speed reference is given by the sequence: [0 0.5 2 4 7 
8 9]s  [0 150 300 500 350 450 700]rpm; the torque ref-
erence is given by the sequence: [0 3 6 9 10]s  [10 100 
200 300 100]Nm. 

 Because the speed estimator must operate faster than 
the outer control loops, maintaining the tuning parameters 
for the speed regulator like in the case with the encoder 
will result in an insufficient response like the one in Fig. 
13. Therefore, by considerably lowering the tuning values 
for the speed regulator (so that they will be much smaller 
than the values of the controller from the estimator), the 
optimum tuning is achieved in Fig. 14 and it is found that 
controllers have a good tuning even for a fluctuation of 
100% in rotor resistance (see Fig. 15). In Fig. 16 occur the 
regenerative braking and the simulations for an increasing 
dynamic of the references torque and speed are presented 
in Fig. 17. 

Besides the good dynamic performance are achieved 
due to proper tuning of the controllers, even in sensorless 
case. Both in simulations and in implementation in DSP, a 
special attention is given to the phenomenon of saturation 
of component blocks. For the control loops, limiting and 
anti wind-up components will be implemented in the PI 
controllers. 

 

Fig. 13. The simulation of sensorless model for the set no.1 of parame-
ters of the controllers and references. 

 

Fig. 14. The simulation of sensorless model for the set no.2 of parame-
ters of the controllers and references. 
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Fig. 15. The simulation of sensorless model for the set no.3 of parame-
ters of the controllers and references. 

 

Fig. 16. The simulation of sensorless model for the set no.4 of parame-
ters of the controllers and references. 

 

Fig. 17. The simulation of sensorless model for the set no.5 of parame-
ters of the controllers and references. 

IV. HARDWARE AND SOFTWARE IMPLEMENTATION 
For hardware implementation of Command and Control 

Unit we used the DSP dsPIC33EP810MU810 Microchip. 
This DSP have Harvard Architecture, 70 MIPS, Acc 
40bits, PWM hardware blocks, USB, SPI and ECAN in-
terfaces.  

For the three-phase diode rectifier block we used 
DD160N 160A / 2200V modules from Infineon and for 
three-phase inverter block we used LNC2W562M mod-
ules from Infineon. The current transducers are HAT 500-
S from LEM with IPN = 500A, IPM= ±1500A and Ua = 
±15V. The voltage transducers are LV 25-P-1000 from 
LEM with UPN = 10…500V and IPN = 10mA. 

The block diagram of hardware implementation is pre-
sented in Fig. 18 and contain the blocks: 1- c.c. circuit, 2-
three-phase main inverter, 3- synchronization block, 4- 
PWM block, 5- induction motor, 6- output filter, 7- PWM 
block for recovery inverter, 8- three-phase recovery in-
verter, 9- estimation block, 10- voltage controller, 11- flux 
controller, 12- speed controller, 13- current controller, 14- 
data bus. The blocks 9 to 13 are implemented software in 
main DSP. 

An image of cabinet of hardware structure for driving 
application is presented in Fig. 19. 

The software implementation is realized in MPLAB 
from Microchip. MPLAB is a integrated and development 
environment IDE, who contain editor, project manager, 
debugger, profiler and C/C++ optimizer. 

The software application supply the following features: 
o Sensorless vectorially control of induction mo-

tors 
o Automatically identification of electrical motor 

parameters  
o Stability and fast response at fast changes of load 
o Implementation of PWM Space Vector modula-

tion 
o Implementation of PI controllers and estimators 
o Implementation of communication with PC host. 
The main software blocks are: 
o Init- make the configuration of registers and the 

limits of CAN converters 
o Clarke- implement the Clarke transformation 
o iClarke- implement the inverse Clarke transfor-

mation 
o Control- make the configuration of DSP 
o eCAN- make the configuration and activate the 

communication on CAN interface with other DSP 
o Ethet- make the configuration on Ethernet 
o Park- implement the Park transformation 
o iPark- implement the inverse Park transformation 
o Measure- implement the read and conversion of 

digital and analog ports 
o PI- make the configuration and implement the 

software PI controllers  
o Estim- implement the software estimators 
o SVgen- implement the software PWM Space 

Vector modulation 
o Timer- make the configuration of timers 
o Main- implement the main loop. 
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Fig. 18. Hardware block diagram. 

 

Fig. 19. Picture of electric drives equipment. 

Following [13] all the software blocks that make the 
control of hardware structure are implemented on DSP, 
resulting a functional application. 

The code for software blocks are implemented in 
MPLAB IDE, like a C language but optimized for DSP, 
where in a special format data Q15, the execution speed is 
increased even through the replacement of divide opera-
tions (large time consumer) by the shifting bit operations 
(low time consumer). 

When are make the implementation of the equation of 
speed Estimator in DSP, can appear some little errors due 

the data format representation instruction and the algo-
rithm for increasing of accuracy of estimated speed value 
is presented in [13]. 

It's worth to say that the software implementation in 
DSP is not a trivial task and represent the last stage and 
the validation of the chain: theory, design, simulation and 
implementation. 

Similar results with those of Section III are obtained 
even in the case of the functional application. In Fig. 20 
are presented the signals recorded on the PC host for 1 
minute. The signals presented are: speed reference and 
speed output, output torque, DC bus voltage, output cur-
rent and voltage filtered. 

The reference and output speed (the brown and red line) 
are overlaid, indicating a very good control and stationary 
and dynamic performance. The prescribed and actual out-
put frequency (running and slope frequency) are overlap-
ping under acceleration and braking ramps. The control-
lers follows the prescribed values properly in both cases: 
increase and decrease the frequency. 

Output voltage is directly proportional to engine speed, 
based on the operation principle of inverter the U/f = con-
stant. Observe correct output voltage variation depending 
on engine speed. The current through motor is influenced 
by the functioning regime of drive motor (acceleration or 
braking) and by the variation of the shaft load (at constant 
speed). The variation of current is correct and correlated 
with the engine operating conditions. 

DC voltage value from intermediate circuit is the recti-
fied and filtered voltage value of three-phase line voltage 
and is influenced by the functioning regime of drive motor 
(motor/generator) and the current through the motor. 

 

Fig. 20. Signals recorded on the PC host from driving application 
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It is obvious that the tuning of the controllers from the 
DSP will be slightly different from the one achieved 
through simulation, since simulations cannot identify eve-
ry single mode and dynamic from practice, but the qualita-
tive aspect will surely be maintained, and the good results 
achieved through simulations and the implementation of 
algorithms in the DSP which follow the direction of the 
ones in Simulink is a guarantee that the actual model will 
also function with good results. The practical experiment 
proved us this fact. 

V. CONCLUSIONS 
In this article was presented the control of electric drive 

with high dynamic, with rapid changes in torque and 
speed, where the control strategy is FOC.  

Such cases were dealt with where speed is measured di-
rectly with an encoder, compared with the case of sensor-
less control, where speed is estimated using an Estimator 
and the references for speed and torque are same.  

Simulations were carried out in MATLAB/Simulink 
environment, highlighting the control structures and com-
parative results achieved for a drive application commonly 
used in surface mining industry. Following these direc-
tions a functional application was implemented. 

Due to proper tuning of the controllers the good dynam-
ic performance are achieved, even in sensorless case for a 
structure of estimator like a MRAC. 

 The results of the research consist in the implementa-
tion of the FOC sensorless control for an industrial drive 
which will be offered on the market. 

In future approaches, based on the results presented in 
this article, the problem of multi-engine drive will inher-
ently occur, where cases of combined constant or variable 
speed and torque drive will be analyzed. 
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Abstract - This1 paper presents a case study for monitoring 
the quality of electric energy in an industrial consumer. The 
measurements were carried in the power supply point where 
the quality of the electric energy is influenced by the activity 
of the manufacturer, the transmission and distribution pro-
vider, the supplier as well as the electric power consumer 
activity. Transients occur at this limiting point, with nega-
tive effects on the consumer, as well as on the electric power 
supply network. There are two types of electric energy qual-
ity indicators, depending on the point of occurrence. Prima-
ry quality indicators are given by the production, transport 
and distribution of electric energy. Secondary indicators are 
given by the disruptive operation of industrial consumers. 
The data processing was achieved using LabVIEW software 
in terms of the two types of quality indicators. Based on the 
data obtained from the measurements and using the inter-
face created in LabVIEW, it was possible to carry out the 
analysis of the average hourly consumption, the power fac-
tor, the wave forms of the current and voltage, the analysis 
of the current and voltage harmonics. The software applica-
tion enables creation of customized reports with varying 
ease of use and flexibility. Using the software application 
developed in LabVIEW, full quality analysis of electric en-
ergy can be done at the user's premises. 

Keywords: quality analysis, electric energy, consumer, 
LaVIEW environment. 

I. INTRODUCTION 
The quality of the electric energy is influenced by the 

activity of the manufacturer, the transmission and distribu-
tion provider, the supplier as well as the electric power 
consumer activity. The operation of industrial users can be 
accompanied by the input of significant disturbances in 
the electric power supply network in the form of voltage 
fluctuations, voltage dips and swells, unbalance which can 
translate into a reduction in the quality of electricity sup-
plied to the consumers connected in the network [1]. 

An incident in any of these grids can lead to an inter-
ruption in the supply and / or dips that - depending on the 
structure of the grid - can produce effects on consumers 
and producers connected in a same power supply points 
and even further. An incident in the facilities of a manu-
facturer or a consumer may lead to a transient that would 
affect all consumers connected at the same power supply 
points [2], [3]. 

                                                           
1 The paper was developed with funds from the Ministry of Educa-
tion and Scientific Research as part of the NUCLEU Program:  
PN 09 01 02 27. 

Quality indicators of electric energy, depending on the 
place of occurrence of disturbances are indicators of pri-
mary and secondary quality indicators.  

The quality of electric energy – is assessed using quali-
ty indicators for specific electrical quantities, voltage, fre-
quency and respectively for the electricity supply utility in 
terms of the duration of power failure. The quality indica-
tors are determined at the limiting points between the elec-
tric wiring of the supplier and of the consumer which con-
stitute the load: 

 - primary quality indicators (power supply frequency 
variations, voltage variations, dips, power failure, tempo-
rary surges, transients) are given by the production, 
transport and distribution of electric energy; 

- secondary indicators (harmonics, interharmonics, 
voltage fluctuations, unbalances) are given by the disrup-
tive operation of industrial consumers [4-7]. 

The values accepted for most quality indicators are 
standardized by energy standards and prescriptions. Ac-
cording to the standard of performance for the electricity 
supply utility with regulated tariffs, approved by ANRE's 
decision no. 34/1999, the supplier has the obligation to 
meet the following parameters of electric energy quality 
[8], [9]:  

- frequency: during 95% of the week, the frequency 
must be within the range 50 Hz ± 1% and during 100% of 
the week, within the range 50 Hz + 4% up to 50 Hz 6% ;  

- voltage: during 95% of the week, the voltage mustn’t 
have higher deviations than ±10% of the contracted volt-
age. In case you are dissatisfied with the quality of the 
electricity, you have the right to challenge this to the pro-
vider, who has the obligation to check the quality parame-
ters, to analyze together with the supplier solutions for 
providing the stipulated quality level, reporting the results 
of the analysis carried out and the actions that were taken. 

In case of voltage deviations higher than ±10% of the 
contracted voltage, during 95% of the week, and if the 
contracted frequency exceeds the 50 Hz ± 1% range, dur-
ing 95% of the week, and the range of 50 Hz + 4% up to 
50 Hz 6%, during 100% of the week, you are entitled to a 
reduction in tariffs. The amount of tariff reductions for 
households is of 1% for each deviation percentage outside 
the stipulated quality limits. 

Based on these considerations and according to Law 
121/2014 on energy efficiency, industrial consumers are 
obliged to carry out an energy balance once every four 
years.  
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In order to improve quality evaluation of energy to in-
dustrial consumers, we proposed a specialized software 
developed in LabVIEW that allows reading of measured 
data obtained from a network analyzer (in this case 
CHAUVIN ARNOUX - CA 8352), processing data to 
create a clear picture about the quality of electric energy in 
an industrial consumer.  

The LabVIEW is a programming environment based on 
G language (graphic language) core intended mainly to 
develop applications for data control and acquisition, their 
analysis and results presentation. LabVIEW contains a 
comprehensive set of tools for acquiring, analyzing, dis-
playing, and storing data, as well as tools to help you 
troubleshoot the code you write [10-14]. 

This paper presents a case study for monitoring the 
quality of electric energy in an industrial consumer using 
an interface developed in LabVIEW.  

II. MEASUREMENT METHOD 
The energy measurements carried out on the audited 

outline presented in Fig. 1 were based on the use of the 
following three-phase power analyzer - CA 8352 power 
analyzer [15]. 

The audited outline is presented in Fig. 1 

 

Fig. 1. Single-wire electrical circuit diagram. 

The measurements were carried in the power supply 
point of an independent contour. 

The C.A 8352 is an electrical network analysis instru-
ment (harmonics, power, EN 50160, flicker, etc.), easy to 
use, this instrument can be programmed and read at the 
touch of the screen, in the particularly user-friendly Win-
dows environment, includes FFT analysis functions and 
an oscilloscope mode for displaying curves. The instru-
ment's configuration is defined by the user according to 
the option chosen:   "RMS hp" (half-period) power analy-
sis/ monitoring of minimum, maximum and average val-
ues calculated over a half-period (i.e. 10 ms) during the 
integration period defined; flicker measurement/ EN 
50160 standard analysis;  recording of transients; data 
logger: analogue data recording; location and recording of 
control and remote control signals; "Symmetry" option 
displaying the direct, indirect and homopolar values in U 
and I and indicating the unbalance of the system in terms 
of voltage and current/measurement and monitoring of 
load and short-circuit impedances on each phase of the 
electrical grid; remote communication via ETHERNET of 
the various graphic screens and the data recorded [16]. 

III. DESCRIPTION OF THE SOFTWARE 
The ability to analyze, interpret and manipulate data is a 

fundamental need in many scientific and engineering ap-
plications. LabVIEW provides built-in analysis capabili-
ties in an integrated environment, enabling to obtain re-
sults faster. LabVIEW is the tool of choice due to its un-
paralleled connectivity to instruments, powerful data ac-
quisition capabilities, natural dataflow-based graphical 
programming interface, scalability, and overall function 
completeness. One need that persists regardless of the area 
of expertise is the fact that users must manipulate data and 
measurements, and make decisions based on it.  

The network analyzer CA 8352 has a software package 
allowing the user to download the data stored in the inter-
nal storage to a PC and using an interface developed 
LaVIEW, full quality analysis of electric energy can be 
done at the user's premises. The LabVIEW is often viewed 
as primarily a measurement tool, but it also provides pow-
erful analysis libraries, routines, and algorithms that range 
from basic math to advanced signal processing which can 
be easily integrated into any LabVIEW program.The stag-
es of the analysis achieved using the software application 
for the measured data of quality indicators consist of load-
ing text files, processing, achieving graphs with their evo-
lution in time and generating excel type reports. 

According to the analysis stages the main structure used 
to develop the software application is flat sequence struc-
ture. Data flow for the flat sequence structure differs from 
data flow for other structures. Frames in a flat sequence 
structure execute from left to right and when all data val-
ues wired to a frame are available. The data leaves each 
frame as the frame finishes executing. This means the 
input of one frame can depend on the output of another 
frame. 

A. Description of the software for primary quality 
indicators 

The software application presented in Fig. 2 we used 
for performs reading of text files from the results of meas-
urements carried out using the network analyzer for pri-
mary quality indicators. The primary quality indicators 
that we process are voltage, current, active power, reactive 
power, apparent power, power factor, active energy and 
reactive energy. 

 

Fig. 2. The software interface for power quality. 

Figure 3 shows a part of the application software block 
diagram with the function that performs reading from text 
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files to be processed mathematically. The minimum, aver-
age and maximum values of the primary quality indicators 
are determined and the graphs for the evolution in time are 
achieved for each quality parameter with the whole set of 
recordings, as noticed in the software interface. 

 

Fig. 3. Single-wire electrical circuit diagram. 

Every report generation program is based on the same 
model. New Report.vi must be called to specify the report 
type (standard, HTML, Word, or Excel), and we can then 
populate the report with data using the VIs from the report 
generation function palette. Once we have completed the 
report, we can print, save, or e-mail it. We must close all 
the references at the end of the program with the Dispose 
Report VI. 

Fig. 4 and Fig. 5 shows a part of the block diagram of 
the application software with the table result from pro-
cessing data and the report generation of the measured 
data. The first table contains measured data with date and 
time properly.  

 

Fig. 4. Build table with measurement data. 

 

Fig. 5. Generate excel report for measured data with date and time 
properly. 

Fig. 6 and Fig. 7 shows a part of the block diagram of 
the application software with the second table contains the 
minimum, average and maximum of the measured data 
and the report generation. 

 

Fig. 6. Build table with processed data. 

 

Fig. 7. Generate excel report with the processed data. 

B. Description of the software for secondary quality 
indicators 

The software application presented in Fig. 8 we used 
for performs reading of text files from the results of meas-
urements carried out using the network analyzer for sec-
ondary quality indicators. The secondary quality indica-
tors that we process are individual current harmonics, in-
dividual voltage harmonics, the total harmonic distortion 
for current and the total harmonic distortion for voltage. 

LabVIEW MathScript RT Module adds math-oriented, 
textual programming to LabVIEW. The MathScript Node 
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offers an intuitive means of combining graphical and tex-
tual code within LabVIEW, both are currently used in a 
number of science, engineering and technology programs 
and industries for simulation and analysis [17], [18]. 

 

Fig. 8. The software interface for harmonic analysis. 

Fig. 9 shows the MathScript node for plotting bar graph 
with harmonics and Fig. 10 show MathScript node for 
calculate means of columns and rows. 

 

Fig. 9. Plot the bar graph with harmonics. 

 

Fig. 10. MathScript Node for calculate means of columns and rows. 

Fig. 11 and 12 shows a part of the block diagram of the 
application software with the excel report generation with 
individual current harmonics and individual voltage har-
monics. 

 

Fig. 11. Generate excel report with individual current harmonics 

 

Fig. 12. Generate excel report with individual voltage harmonics. 

IV. RESULTS OBTAINED WITH LABVIEW 
The measurements were carried out at the level of 20 

kV voltage on the outgoing circuit on the consumer  
switchboard, with a 5 seconds sampling rate of measure-
ments.  

The measurements were carried out at the level of 20 
kV voltage on the outgoing circuit on the consumer  
switchboard, with a 5 seconds sampling rate of measure-
ments.  

Processing the measured data in LabVIEW  revealed 
the following charts for the evolution in time of the data 
resulting from measurements are: 

TABLE I. SUMMARY OF MEASURED AVERAGE HOURLY LEVELS OF 
CONSUMPTION: 

Measurement point Power supply of consumer 
Voltage (V) 20543 
Current (A) 40 

Active Power (W) 1142405 
Reactive Power L (var) 846673 

Active Energy (Wh) 1142334 
Reactive Energy (varh) 846593 
Apparent Power (VA) 1425421 

Power Factor 0.81 

 

Fig. 13. Time evolution of voltage. 
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Fig. 14 Time evolution of current. 

 

Fig. 15. Time evolution of power factor. 

 

Fig. 16. Time evolution of active power. 

 

Fig. 17. Time evolution of reactive power. 

 

Fig.18. Time evolution of aparent power. 

 

Fig. 19. Time evolution of active energy. 

 

Fig. 20. Time evolution of reactive energy. 

TABLE II.  THE HARMONIC DISTORTION CONDITION IS PRESENTED IN 
THE TABLE BELOW: 

Circuit General Power Distributor 
20 kV 

Total harmonic current 
distorsion factor -THDI 

(%) 

4,30 

Total harmonic voltage 
distorsion factor -THDU 

(%) 

1,37 

Individual current harmonics 
(%) 

5– 2,32% 
7– 2,04% 

Individual voltage harmonics 
(%) 

5– 1,33% 
7– 0,50% 
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Processing the measured data in LabVIEW  revealed 
the following charts for the evolution in time of the data 
resulting from measurements are: 

 

Fig. 21. Individual current harmonics. 

 

Fig. 22. Individual voltage harmonics. 

 

Fig. 23. Total harmonic current distorsion factor -THDI. 

 

Fig. 24. Total harmonic voltage distorsion factor -THDU. 

From the data analysis we can conclude the following: 
 in power factor metering point average is 0.81 (see 

table 1), situated below the neutral value (0.92); 
 the total harmonic current distortion factor (THDI) 

in the 20 kV power supply point has a high average 
value of 4,30% (see table 2 and Fig. 21) and does 
not exceed the 15% required by the IEEE 
519/2014-[16] for ratio ISC/Iload=100÷1000;  

 the total harmonic voltage distortion factor 
(THDU), in the 20 kV power supply point has a 
high average value of 1,37% (see table 2 and Fig. 
22) and does not exceed the 8% required by the 
IEEE 519/2014-[16]. 

 in the Fig. 21 may observe that harmonic 5 
(2,32%) and harmonic 7 (2,04%) had the highest 
values of the current harmonics; 

 in the Fig. 22 may observe that harmonic 5 
(1,33%) and harmonic 7 (0,50%) had the highest 
values of voltage harmonics. 

V. CONCLUSIONS 
The ability to analyze, interpret and manipulate data is a 

fundamental need in many scientific and engineering ap-
plications. LabVIEW provides built-in analysis capabili-
ties in an integrated environment, enabling to obtain re-
sults faster. 

The software developed in LabVIEW allows reading of 
measured data analyzer, processing data to create a clear 
picture about the quality of electric energy in an industrial 
consumer, full power quality analysis can be done at the 
user's premises [19], [20]. 

The data processing was achieved using LabVIEW 
software in terms of the two types of quality indicators. 
Based on the data obtained from the measurements and 
using the inter-face created in LabVIEW, it was possible 
to carry out the analysis of the average hourly consump-
tion, the power factor, the wave forms of the current and 
voltage, the analysis of the current and voltage harmonics. 

The software application enables creation of custom-
ized reports with varying ease of use and flexibility. Using 
the software application developed in LabVIEW, full 
quality analysis of electric energy can be done at the user's 
premises.  
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Developing the interface in LabVIEW facilitates the 
analysis of power quality at industrial consumer level. 
This can also be applied to other types of consumers. 
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Abstract - In this paper, the modeling and simulation of a coal 
flow control system for the longwall scraper conveyor is 
presented. The coal flow on the scraper conveyor, it is controlled 
by the following variables: the coal flow, advance speed and 
cutting speed of the longwall shearer. The electrical drive system 
of the longwall scraper conveyor together with the electrical 
drive system of the advancement and the cutting mechanism of 
the longwall shearer are done by means of induction motors. The 
control of speeds and electromagnetic torque of induction motors 
is realized by using sensorless vector control systems. Within 
these control systems, the estimation of position and of 
components of the rotor flux space-phasor, as well as the rotor 
speed of the induction motor, is done by an extended Gopinath 
observer. The advantages of a coal flow control system are 
control of productivity and also that electric motors of the flow of 
transport can be optimally chosen, leading ultimately to a much 
lower consumption of electricity for coal extraction. Modeling 
and simulation of control systems is done taking into account the 
mathematical equations that make the connection between 
constructive and functional parameters of the longwall shearers 
with the features of the strata of mining coal, specifically the coal 
deposits from the Jiu Valley, Romania. 

Keywords: coal flow control system; induction motor; sensorless 
vector control; longwall mining; longwall sharer; scraper conveyor. 

I.  INTRODUCTION 
A longwall mining system consists of the longwall shearers, 

scraper conveyor, powered roof supports and auxiliary 
equipment (see Fig.1) [1].  

The current technology of extracting the coal in the 
longwall mining is based on three main technological 
processes that are made with the elements of a longwall 
system.  

The three technological processes are [1]: 
 extracting and loading coal onto a conveyor (of the 

longwall shearers); 
 the coal transport (scraper conveyor); 
 the roof support longwall mining (powered roof 

supports).  
The longwall shearers are mining machines that are 

designed to dislodge, break and load the broken material on 
the means of transport.  

The automation of the longwall shearers for the cutting of 
the coal layers from the longwall face is done in order to 
achieve the following objectives: achieving maximum 

productivity; getting minimum energy consumption; 
protection of electric motors and removing the human 
operator. 

 
Fig. 1. The elements composing the longwall mining system [2]. 

 Until now, the vast majority of firms producing the 
longwall shearers have partially solved the objectives 
mentioned above. 

 The constant control of the flow of coal on the scraper 
conveyor currently accounts for one of the most important 
issues in the field of automation of longwall systems. 

 The main objective of the article is presentation and 
analysis of a new control system for the flow of coal on the 
scraper conveyor of the longwall system. Automatic control of 
the flow of coal on the scraper conveyor is made by means of 
a control system where in the main loop there is a flow of 
coal, while the secondary loop is for advancement and cutting 
speed of the longwall shearers. The advancement and the 
cutting speed are considered components of the input vector of 
the longwall shearers, regarded by the control theory as an 
element execution. The control systems of induction motors 
speeds in the conveyor system, advancement system and the 
cutting system are built based on a sensorless vector control 
systems with direct rotor flux orientation.  

Position estimation and dq components of rotor flux space-
phasor, as well as the rotor speed of the induction motor are 
built on an extended Gopinath observer (EGO).  

The constant control of the flow of coal on the scraper 
conveyor offers the optimal choice for the induction motors 
and of the gear reducers from the conveyor system of coal. 
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Analysis of the new control system is done by simulation on 
Matlab-Simulink. Modeling and simulation of control systems 
is done taking into account the mathematical equations that 
make the connection between constructive and functional 
parameters of the longwall shearers, with the features of the 
strata of coal, specifically the coal deposits of the Jiu Valley. 
The coal basin of Jiu Valley is located in Romania, in the 
southern part of Hunedoara County, in the South-West of 
Transylvania. 

II. THE ANALYSIS OF THE CUTTING SYSTEM 
The cutting organs execute a movement of rotation around 

their own axis and a movement of advancement, due to the 
displacement of the longwall shearer.  

The trajectory of a certain knife of the cutting organs (see 
Fig.2), performs a move of roto-translation defined by the 
following relations 

sin

cos
a a

a

x t v t R

y t R

Based on relations (1) we can write the following equation 

2 2 2
a ax t v t y t R

where 2aR D , and D is the diameter of the cutting organs 
measured from the tip of the splintering knife. 

 
Fig.2. The analysis of the cutting system. 

 The relations (1), represent the coordinates of the point P 
in X2O2Y2 axis system and the expression (2) is the equation 
of a circle with the variable center. Under these circumstances, 
the expression which define the splinter thickness cut in 
longitudinal section is [1]: 

22 2sin cosa m a mh R h h R h h

where 

 m ah v T ; ah v ;
1

2
out
r

T ; 1
out
r

d
dt

; 1
out

t a rv R . 

 Because at the longwall shearer the cutting speed is much 
greater than the advancement speed, the splinter thickness cut 
can be approximated by a sinusoidal function of the form: 

sinmh h

where 2 a
m a

t

v
h R

v
 

 Where we also take into account the number of knives on 
the cutting line, the maximum splinter thickness cut is 

a
m b

t

v
h k

v

where 2 a
b

R
k

c
, and c  represents the number of knives 

on the cutting line. 
From relation (5) it is observed that the ratio of the 

advancement speed and cutting speed can control the 
maximum splinter thickness cut by a longwall shearer.  

From the practical researches of Kovacs and et. al.[1], the 
maximum value of the splinter thickness cut, for what we get 
minimum specific energy consumption at the splinter cutting, 
is 

2
tanm

d bh

for parallelepiped knives. 
 In relations (6) we used the following notations: d  is the 

distance between the cutting lines,  is rake angle of the 
splinter in the transversal section, and b  is the width of the 
cutting edge of the parallelepiped knife. 

The practical researches of Kovacs and et. al. [1], shows 
that the slope of the talus angle of the splinter cut (for a cutting 
depth greater than 2 cm, see Fig.3), for the Jiu Valley coals, is 
tan 1.28 . 

 
Fig.3. The variation of the talus angle depending of the cutting depth. 

 The relations (5) and (6) allow for prescribing the block of 
cutting speed according to the advancement speed.  
 The relation underlying implementation of the prescribing 
block (EPa), in the case of parallelepiped knives, is: 
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tan
2

b
t a

k
v v

d b

 The block diagram of the control system for the cutting 
speed, respectively of the advance speed, are shown in Fig.4. 

 

Fig.4. The  block diagram of the optimal of the speed control system. 

The control system shown in Fig.4, allows for the control of 
the maximum splinter thickness cut by controlling the 
advancement speed as well as the cutting speed [3]. In Fig. 4, 
by  the “SRA T” and “SRA A” is noted cutting speed control 
system, respectively, advance speed control system.  

III. THE CUTTING SPEED CONTROL SYSTEM 

This system is intended for dislocation of coal from the 
massive and for the coal loading onto the conveyor.  

The drive of the cutting organs is usually done with the help 
of squirrel cage induction motors (M1 and M2), located inside 
cutting arms.  

The electromagnetic torques developed by electric motors 
are submitted to the cutting organs (1 and 2), through some 
planetary transmissions and the coupling elements located 
inside the arms. The cutting control system of longwall 
shearers is presented in Fig 5. 

 
Fig.5. The block diagram of the cutting speed control system (SRA T).  

The cutting organs are in form of a helicoidal rotor, and the 
cutting knives are arranged in a helicoidal shape.  

The planetary transmissions TP1 and TP2 are considered 
identical, having an equal transmission report (see Fig.6).  

In this paper, TP1 and TP2 the planetary transmissions are 
considered identical to the planetary transmissions of the 
longwall shearer KSW-460NE (see Fig.6). The control of 
speeds and electromagnetic torque of induction motors (M1 
and M2) is realized using a sensorless vector control systems 
(CS1 and CS2). On the other hand, to be able to control the 
same speed for both cutting organs, the prescribing element of 
the two tuning systems (CS1 and CS2), has to be the same.   

The prescribing element (EPb) is defined by the following 
relation: 

T
r T

a

i
v

R

where 2aR D , D is the diameter of the cutting organs 
measured from the tip of the splintering knife and Ti  is the 
gear ratio for TP1 and TP2.  

The gear ratio of the TP1 and TP2, prezented in the  Fig. 6, 
is calculated by the following formula: 

3 5 10 13

1 4 6 11

1 1T
z z z z

i
z z z z

where: zi is the number of teeth in the gears. 

 
Fig.6. The block diagram of the planetary transmission TP1 [4]. 

The equations that define the planetary transmissions (TP1 
and TP2), are: 

k

k

in
rout

r
Ti

out
T T T eM i M

where: 1,2k ; Me is electromagnetic torque of the 
induction motor (M1 or M2); out

TM  is torque at the shaft of the 
cutting organs (1 and 2); T  is the total efficiency of the 
planetary transmission (TP1 or TP2). 

IV. THE ADVANCE SPEED CONTROL SYSTEM 
This system is intended for the displacement of the longwall 

shearers during work and mining of various maneuvers as well 
as for the maintenance of a permanent contact between the 
cutting body and massive. The displacement of the longwall 
shearers during operation can be done through some type of 
advancement systems, either mechanical, hydraulic or electric. 
If the case in which the coal layers have a small or medium 
tilt, the actuating system of the advance system component is 
mounted on the longwall shearers.  

In recent years, the vast majority of the longwall shearers 
for the coal strata that have had a small or average inclination, 
having an advancement system that is electrically powered, 
generally a drive through two induction motors (ML and MR). 
The torque developed by the electric motor is transmitted to 
the advance mechanism mechanical with planetary equipment 
(TPL and TPR), see Fig.7. Between the advancement 
mechanisms, the most commonly used in European Union 
countries are: Rollrack mechanisms, Eicotrack and Dynatrack.  
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In this article, the drive system chosen for analysis is an 
electric one, developed around the two induction motors, and 
the advancement mechanism is of Eicotrack type.  

The Eicotrack advance mechanism has been developed by 
the Eickhoff company and consists of two pinions - driving 
(RL and RR) that enter in gearing with a rack gear (3) fixed on 
the edge of the conveyor (rack and pinion mechanism). The 
pinions - driving are driven through planetary transmission 
and the two electric motors, see Fig.7. The raising and the 
lowering arms, on which are mounted cutting organs is usually 
done by means of hydraulic actuators (H1 and H2). 

 
Fig.7. The block diagram of the advance speed control system (SRA A).  

In the case of the advancement mechanisms, the rack pin 
has a circular profile and the tooth of the wheel has evolventic 
profiles, the line of gearing is determined by line (d), what is 
defined by the point of contact (P) and the axis pin (A), see 
Fig.8. 

 
Fig.8. The interaction mode of the pinion with rack [3]. 

The rack with bolts that has the step (Pc) it is mounted into 
space exploited what improves the loading conditions of the 
coal on the conveyor while it eliminates the dangers of 
blocking. In the case of the advancement mechanism, the 
items located in the gear have the above mentioned profiles 
and advancement speed is given by the next relation 

out
a rLv R

where out
rL  is the angular speed of the leader element, and R is 

the distance between points O and B what is constant during 
the whole phase of gearing.   

The control of speeds and electromagnetic torque of 
induction motors (ML and MR) is realized using the sensorless 
vector control systems (CSL and CSR). 

The prescribing element (EPc) of the two control systems is 
the same and is defined by the following relation: 

A
r a

i
v

R

where R is the distance between the points O and B, and Ai  is 
the gear ratio for TPL and TPR. 

In this paper, TPL and TPR, the planetary transmissions, are 
considered identical to the planetary transmissions of the 
longwall shearer KSW-460NE (see Fig.9). 

 
Fig.9. The block diagram of the planetary transmission TPR [4]. 

The gear ratio of the TPL and TPR, prezented in the  Fig. 9, 
is calculated by the following formula 

5 8 132 4 11

1 3 4 6 9 12

1 1A
z z zz z zi

z z z z z z

where: zi is the number  teeth of the gears. 
 The equations that define the planetary transmissions (TPL 

and TPR), are: 

k

k

in
rout

r
Ai

out
a a A eM i M

where: L,Rk ; Me is electromagnetic torque of the 
induction motor (ML or MR); out

aM  is torque at the shaft of the 
pinion (RL or RR); a  is the total efficiency of the planetary 
transmission (TPL or TPR). 

V.  THE SENSORLESSVECTOR CONTROL SYSTEM 
 The automatic control of the advancement speed and of the 

cutting speed is done through the speeds control systems of 
the induction motors from the component of the advancement 
and cutting system of the longwall shearers. In the article, the 
speed control of the induction motors is built on sensorless 
vector control systems, with direct orientation after the rotor 
fluxes (see CS1, CS2, CSR and CSR in the previous figures).  

 Within these control systems, the estimation of the position 
and dq components of the rotor flux space-phasor, as well as 
the rotor speed of the induction motor, are done by an 
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extended Gopinath observer (EGO) [5]. The control systems 
of induction motor speeds in the mining machines are of the 
same type. The block diagram of a speed control system for 
induction motors is presented in Fig. 10.  

 

Fig.10. The sensorless vector control system of the speed induction motor. 

In the following, we will present the mathematical 
equations that define the main blocks of the control system 
[3], [5], presented in Fig. 10.  

 The analyzer block of the rotor flux phasor (AF). The 
equations defining the phasor module and position of 
the rotor flux are:  

2 2

r dr qrr

sin ; cosqr dr
r r

r r

 Extended Gopinath Observer (EGO). The equations 
that define this type the observer are presented on the 
following relations [5] 

a b x
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 The coefficients which define the Gopinath matrix G, are 
[5]: 
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a z
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where k is a coefficient of proportionality ( 0k ).  
In the above relations, we marked with „*”, the electrical 

parameters, determined experimentally, of the induction 
motor. 

The dynamic controlling of the speed observer is done via 
constants Rk  and RT . The other blocks of Fig.10, are presented 
in detail in [5], [6]. 

VI. THE COAL FLOW CONTROL SYSTEM 
 The constant control of the flow of coal on the scraper 

conveyor currently accounts for one of the most important 
issues in the field of automation of longwall systems.  

The most significant consumption of electricity in coal 
exploitation in mining of coal is due to electric motors in the 
transmission of coal flow in an underground silo, and then, 
with the help of the extraction machine, at the surface.  

The electric motors from the conveyor flux component are 
oversized, which entail a very high consumption of electric 
energy.  

The advantage of a system to control the flow of coal on the 
scraper conveyor is that electric motors from the flow of 
transport can be optimal chosen, leading ultimately to a much 
lower consumption of electricity for coal extraction.  

In order to design the control system of the flow of coal on 
the scraper conveyor, in the following we will define the 
masic flow rate cut by the longwall shearer. It is given by the 
following relation:  

c a a a tQ v A v

where cQ  is the masic flow of coal  that is achieved by the 
longwall shearer, aA B H  the domain of  the area 
exploited, B  is  the width  cute of the longwall shearer, H  is  
the height  cute of the longwall shearer, a  is the average 
density of coal, and av  is the advance speed of the longwall 
shearer,  is Kronecker function.  
 The flow of loading coal on the scraper conveyor using 
two cutting devices is given by the following relation [7]: 

i c a t bQ k v A
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where iQ  is the mass of coal loaded on the scraper conveyor, 
2 2

b a bA R R  is the area of the snail section; aR  is the 
radius of the cutting; bR  is the radius of the hub cutting 
organs; tv  is the cutting speed; a  is the average density of 
coal; ck  is a dimensionless coefficient. 

 Under these conditions, in the dynamical regime can write 
the following differential equation: 

c i

dM t
Q t Q t

dt

where M  is the mass of accumulated  coal on the hearth 
between the conveyor  and the coal massive. 
 In the context of the relationship (25) is observed that, in 
order to reduce the mass of coal left on the hearth, the mass 
flow rates must satisfy the following equality c iQ Q .  

 Under these conditions, the equality c iQ Q , can be put 
under the following form 

a
t a

c b

A
v v

k A

 The relation (26) has an essential role in the proposed 
control system. From relation (26) and (7), obtain: 

tan
2

b a

c b

k A
d b k A

 If the relationship (27) is respected, remaining coal mass 
variation is very small.  
 In these conditions, the load per unit length of the scraper 
conveyor is given by the following relations:  

c a
a a t

t t

Q v
q A v

v v

 In the context of the relation (28), coal load per unit length 
of the scraper conveyor can be controlled on the basis of the 
ratio of the advancement speed and the cutting speed, 
respecting the condition (7) and (27).  

  In order to control the mass flow of coal on the scraper 
conveyor, in the following we will keep in mind that the masic 
flow rate of the conveyor is given by the following relation  

tr trQ q v

where q  is the loads of charcoal per unit length of the 
conveyor and trv  is the speed of the conveyor. 

 In  the relation (29) is observed that when the speed trv , is 
maintained constant, mass flow control of coal on the scraper 
conveyor can be done by modifying the cargo of coal per unit 
length of the conveyer. In other words, the mass flow rate 
control of the conveyor is provided by means of the ratio 
between the advance speed and the cutting speed.  

The mass flow measurement of coal that is at some point of 
time on the conveyor is provided by means of a scale with 
continuous measurement (FT). 

On the other hand, is observed that when the conveyor 
speed is chosen based on the following relation: 

2
t

tr
v

v

the mass flow of coal from the conveyor is: 

2
a

tr a a t
v

Q A v

The relation (31) reveals that the mass flow of coal from the 
conveyor can be controlled directly through the advancement 
speed, if the expression (30) is satisfied.  

The speed control system of the conveyor is presented in 
Fig.11 [3]. 

 
Fig.11. The block diagram of the speed control system of the conveyor. 

The system consists of two conveyors (T1 and T2), 
electrically operated through two induction motors (MC1 and 
MC2).  

The speed of the two induction motors is controlled via two 
sensorless vector control systems (CSC1 and CSC2).  

The control systems for the speed of the induction motors in 
the scraper conveyors component have the same form as in 
Fig.10.  

The electromagnetic torques and the speeds of the two 
induction motors are submitted to the drive mechanisms of the 
conveyors, using the planetary transmissions (TPC1 and TPC2). 

On the other hand, the prescribing element (EPd) of the 
speed of the two control systems is defined by the following 
relation 

tr
r tr

c

i
v

R

where tri  is the gear transmission ratio for TPC1 and TPC2, and 

cR  is the reel radius by drive.  
The equation that define the planetary transmissions (TPC1 

and TPC2), is identical with (32). 
The block diagram of the control system of the mass flow 

of coal, of the scraper conveyor, based on equation (31), is 
shown in Fig. 12.  

The automatic controller of the mass flow (PI_F), is one of 
the integral proportional type. 

The weighing scale is placed on the scraper conveyor, 
located outside the hewing coal.  

Due to the above considerations, the mathematical model is 
affected by a dead time.  

The dead time can be calculated as in the following relation: 
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c
m

tr

L t
T

v

where c a bL t L t L  is distance (the position) of the 
longwall shearer compared  with the measurement element to 
the flow mass (the weighing scale conveyor). 

 
Fig.12. The coal flow control system of on the scraper conveyor [3]. 

 The coal flow a
trQ  (see Fig.12), is affected by a dead time. 

The mathematical equation that define this flow of coal, is: 

mT sa
tr trQ s Q s e

where m c trT L v ; c a bL L L ;  bL  is a constant distance 
and the aL  is a variable distance. 

 In the relation (34), variable s C  it results from applying 
Laplace transform. To compensate for dead time effects, we 
use the control strategy that uses a Smith predictor (SP) [8].  

VII. ANALYSIS BY SIMULATION OF THE CONTROL SYSTEM  
The simulation of the control system proposed is based on 

the equations presented in the article and the block diagram in 
Fig. 12. The simulation is performed in Matlab-Simulink [9], 
[10]. In the simulation of the control systems at the 
advancement and cutting speeds of the longwall shearer, are 
taken into account the dynamic effects introduced by static 
frequency converter (CSF). Switching frequency of the IGBT 
transistors in the inverter is 2 kHz. The equations that define 
the resistance torques are presented in detail in [3]. 

 The electrical and mechanical parameters of the induction 
motor from the control system component of the flow of the 
coal are presented below: 

 the electrical and mechanical parameters of the 
induction motors from the advancement system: 

45 kWnP ; 440 VnU ; 74 AnI ; 2pz ; 

1459 rot/minnn ; 295 N mnM ; 0.0253 Hs rL L ; 

0.024823 HmL ; 0.229133sR ; 0.096662rR ; 
20.17 kg mJ ; 0.028 N m s/radF ; 90 %n ; 

50 Hznf ; cos 0.98  

 the electrical and mechanical parameters of the 
induction motors from the cutting system:   

200 kWnP ; 1000 VnU ; 155 AnI ; 2pz ; 

1470 rot/minnn ; 1300 N mnM ; 0.0224 Hs rL L ; 

0.021507 HmL ; 0.137388sR ; 0.083842rR ; 
22.2 kg mJ ; 0.06 N m s/radF ; 93.5 %n ; 

50 Hznf ; cos 0.8  

 the electrical and mechanical parameters of the 
induction motors from the scraper conveyors:   

200 kWnP ; 1000 VnU ; 142 AnI ; 2pz ; 
1480 rot/minnn ; 1290 N mnM ; 0.0273 Hs rL L ; 

0.02 H6736mL ; 0.14769sR ; 0.058708rR ; 
25.8 kg mJ ; 0.065 N m s/radF ; 94.5 %n ; 

50 Hznf ; cos 0.86  

The mechanical parameters of the gears and the main 
technical data of the longwall shearer and scraper conveyor 
are given below: 

 The gear ratios of the gear units: 196.185Ai ; 
36.725Ti ; 33tri . 

 The radius of the wheels drive: 0.6 maR ; 
0.179 mR ; 0.23 mcR ; 0.225 mbR . 

 The other parameters used in the simulation are: 
2c ; 0.05 md ; 0.015 mb ; 2 mH ;

0.6 mB ; tan 1.28 ; 5 mbL . 

For the tuning of PI controllers from the control system 
component in Fig.2, we used the following values of the 
constants *

1dT  and *
2dT : 

 For SRA T and SRA C: * 3
1 3 10dT ; * 3

2 6 10dT  

 For SRA A: * 3
1 3 10dT ; * 3

2 9 10dT  
Parameters that define the extended Gopinath observer are: 

0.2k ; 
1

1
R

d u

k
T k

; 
2
r

R
TT  

where:  14u p rk a z ; max

2r
N

U
f

; max
2
3nU U . 

This dead time in the process of the model makes it difficult 
the control the flow of coal by the scraper conveyor.  

In this sense, the parameters which defining the PI 
(Proportional Integral) flow control are:  

1

30
d

q
T

k ; 1
10
3q dT T  

To compensate for dead time effects, we use the control 
strategy that uses a Smith predictor [8]. So, the transfer 
function of the Smith predictor used is: 
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0 1 mT s
HG s G s e

where 1 0
0 2

1 0

a s a
G s

s b s b
, and the coefficients that define 

the transfer function are: 1 52b ; 2
0 65b ; 1 479.4521a ; 

6
0 2.026 10a . 
In these conditions, the simulation program and the 

simulation results are presented in the following. 

 

Fig.13. The simulation program of the coal flow control system. 

 

Fig.14. The step response of the coal flow control system – case 1. 

 

Fig.15. The time variation of the speeds (va, vt and vtr) – case 1. 

From the graphs of Figures 14 and 15, it is observed that 
when coal flow imposed is 35 [kg/s], advance speed is 
stabilized at 4.374 [m/min].  

The cutting speed is stabilized at 1.75 [m/s] and conveyor 
speed is 0.87 [m/s]. 

From the graphs of Figures 16 and 17, it is observed that 
when coal flow imposed is 20 [kg/s], advancement speed 
stabilizes at 2.499 [m/min]. In this case, the cutting speed is 
stabilized to 1 [m/s] and conveyor speed is by 0.5 [m/s]. 

 

 

Fig.16. The step response of the coal flow control system – case 2. 

 

Fig.17. The time variation of the speeds (va, vt and vtr) – case 2. 

VIII. CONCLUSIONS  
In this article, the modeling and simulation of a new coal 

flow control system for the longwall scraper conveyor is 
presented.  

After analyzing by simulation in the Matlab-Simulink of the 
coal flow control system, we find that the control system 
works properly, having good dynamic performances. Given 
the above, we believe that the control system of the coal flow, 
presented in this article, can be successfully used in practice. 
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Abstract – This paper presents a set of diagrams for wireless 
power transfer systems (WPTS) with a lot of applications in 
key domains such as: medical, electrical engineering, mili-
tary etc. Our research is based on circuits working as 
WPTS. All the circuits are using sets of two magnetically 
coupled coils whose parameters were extracted by simula-
tions using the specialized software ANSOFT Q3D 
EXTRACTOR. The simulations of the circuits were per-
formed using TINA, SPICE and SIMULINK in MATLAB. 
We used existing parts from Texas Instruments libraries. 
WPTS are more appropriate for small distances transmis-
sion, distances up to twice the coils dimensions, because the 
magnetic field strength produced by the transmitter be-
comes very weak when the distance increases. In contrast to 
other WPTS methods, the efficiency of the system can reach 
up to 95% for short distance. The circuits were also physi-
cally built and tested and the results were very close to the 
numerical ones. We also compared the results with data in 
existing literature and we obtained a bound of the error of 
less than 5%. We also studied the efficiency of the power 
transfer and presented some practical applications for these 
systems such as low power battery chargers. The results 
done by simulations were almost identical with the experi-
mental ones and those in existing literature, the error being 
less than 5%. 

Keywords: Wireless Power Transfer Systems, coupled resona-
tors, circuit simulations, power transfer efficiency, wireless 
battery charger. 

I. INTRODUCTION 
The major sections of the system that implements Am-

pere and Faraday’s laws are transmission and receiver of 
the two magnetically coupled coils, named “inductive 
connection” of the WPTS (Wireless Power Transfer Sys-
tem) (Fig. 1). 

The coupled coils can have different shapes and sizes. 
The inductive components can be considered as an AC 
transformer with inductive high transmission. This trans-
former is called “weakly coupled transformer”. In such a 
transformer, a small quantity of the magnetic flux pro-
duced by the first coil enters the second one. As a conse-
quence, the energy to be transmitted in the weakly cou-
pled system is in general reduced. This problem limits the 
use of WPTS based on inductive coupling. 

WPTS are more appropriate for small distances trans-
mission, distances up to twice the coils dimensions, be-
cause the magnetic field strength produced by the trans-
mitter becomes very weak when the distance increases. In 

contrast to other WPTS methods, the efficiency of the 
system can reach up to 95% for short distance. 

 
Fig. 1. WPTS functioning principle. 

 
The set of diagrams for WPTS presented in this paper 

are suitable for applications such as: medical implants, 
mobile phones batteries charging, wireless sensors net-
works, electrical networks monitoring etc. To model the 
power source, we used on one hand Tina and Spice [1-3, 
16] libraries and on the other hand Simulink in Matlab [4]. 
The two coil parameters were computed using the special-
ized software ANSOFT EXTRACTOR Q3D, [5]. 

The standard diagram of a WPTS is presented in Fig. 2.  
The oscillator and the power amplifier (PA) are plying 

important roles for the WPTS. The oscillator should pro-
duce a high frequency sinusoidal signal with the frequen-
cy equal to the resonance frequency of the two magneti-
cally coupled resonators, TX and RX,[6-9,11-15,18,19]. 
The power source circuit of the transmitter contains a tun-
ing device for adjusting the frequency at the input of the 
transmitter TX at the resonance frequency of the two res-
onators which varies as the distance between the two coils 
to modify. Other important blocks are the voltage rectifier 
and regulator which must provide constant current and 
voltage on the load. 

 
Fig. 2. Standard diagram of a WPTS. 

 
In this paper we designed the schematics used for build-

ing WPTS and we made the numerical analysis of these 
schematics in Tina, SPICE [15] and SIMULINK 
(MATLAB). 

_______________________________________________________________________________________________
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The results we obtained with the aforementioned soft-
ware were compared with the experimental ones and with 
those in existing literature. By the end we inferred that the 
results done by simulations were almost identical with the 
experimental ones, the error being less than 5%.  

II. WPTS DESIGN AND ANALYSIS USING TINA AND SPICE 
 
In Fig.3 we present the first WPTS that was designed 

and built in our research laboratory from UPB. 
We took into considerations two sets of coils built in 

University Politehnica of Bucharest (UPB) electrical en-
gineering laboratory. 

A. Case 1. 
Input data: Two identical coils; Shape: helicoidally; Pa-

rameters: 
L1 = L2 = 1.4 µH, C1 = 22 nF, C2 = 22 nF, RL1 = R11 = 

0.0225 Ω, RL2 = R10 = 0.01 Ω and k = M/sqrt(L1*L2) = 0.3. 

B. Case 2. 
Input data: Two different coils; Shape: spiral (printed 

coils); Parameters: 
L1 = 3.275 µH , L2 = 0.585 µH, C1 = 22 nF, C2 = 179 

nF, RL1 = R11 = 0.0225 Ω, RL2 = R10 = 0.01 Ω and k = 
M/sqrt(L1*L2) = 0.5. 
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Fig. 3. WPTS corresponding to the parameters from Case 2. 

 
The parameters of the two coils sets were identified us-

ing the software ANSOFT EXTRACTOR Q3D, [5]. 
The schematics of the WPTS from Fig. 3 was simulated 

by Tina, [1 – 3], and SPICE [16], which uses as input file, 
the .cir file exported from Tina. 

Fig. 4 presents a photo of the WPTS built in our labora-
tories for Case 1 (Two identical helicoidally coils). 

 

 
Fig. 4. Case 1. WPTS with Helicoidally coils.  

Fig. 5 presents a photo of the WPTS built in our labora-
tories for Case 2 (different shaped coils). 

From Fig. 6, b we notice that the main frequency of 905 
kHz is very close to the resonance frequency of 907.33 
kHz, and the error is of -0.257%. 

The dependencies on frequencies for the two cases are 
given in Fig. 6, b (Case 1), respectively Fig. 7, (Case 2). 

The time dependencies of the currents iL1 and iL2 for 
Case 1, respectively Case 2, are given in Fig.  6, respec-
tively Fig. 7, a. 

Fig. 8 presents a WPTS with the following specifica-
tions: a constant output voltage Uout = 11.347 V; a con-
stant output current Iout = 453.899 mA; on the branch of 
coil L2 we connected a voltage rectifier with diodes. 

The output of the bridge is connected to a RC filter for 
regulating the ripples in the time dependency of the output 
voltage uR5 and the output current iR5. 

 
Fig. 5. Case 2. WPTS with printed coils. 
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Fig. 6. Dependencies of currents iL1 and iL2, for the first set of coils:       

a) vs time; b) vs frequency.  

 
Fig.7.a Dependencies of currents iL1 and iL2, for the second set of coils vs. 
time; 

 
Fig.7.b Dependencies of currents iL1 and iL2, for the second set of coils vs 

frequency. 
 
The two sets of magnetic coupled coils from Fig. 8 

have the parameters: 
1.  L1 = 2.265 µH, L2 = 0.54655 µH, 

;LL/Mk 21 ⋅=   
2.  L1 = 37 µH , L2 = 23.15 µH, 

..LL/Mk 22619021 =⋅=  

The dependencies on time of the output voltage uR5, the 
output current iR5 and the output power on the load PR5 are 
depicted in Fig. 9. From Figs. 9, a, and b as a conclusion, 
we notice the considered dependencies are almost the 
same for both versions of the two resonators. 

 

Fig.8. Wireless Power Transfer System (WPTS) which produces constant output voltage and current (dc). 

 
Fig. 9.a Time dependencies of the output voltage uR5, the output cur-

rent iR5 and the output power on the load PR5: the parameters of the two 
coils as variant 1; 

 
Fig. 9.b Time dependencies of the output voltage uR5, the output cur-

rent iR5 and the output power on the load PR5: the parameters of the two 
coils as variant 2 
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In Fig. 10 we present a WPTS used for charging low 
power batteries which need a constant voltage 0.565 V dc 
and a constant current 30 mA on all charging time. 

We build in our lab the coils for the two variants and the 
parameters were identified using ANSOFT EXTRACTOR 
Q3D, [5]. For the system in Fig. 10 we considered two 
variants for the two magnetic coupled coils:  

1. L1 = 0.674 µH, L2 = 1.235 µH, 
3021 .LL/Mk =⋅= ; 

2. L1 = 2.265 µH , L2 = 0.54655 µH, 
/ 0.51 2k M L L= ⋅ =

 
 
 

 
Fig. 10. Wireless electromagnetic energy transfer used for low power battery charging. 

 

 
Fig.11. Time dependency of the current iR8 = iout  and of the voltage uR8 

= uout, for the variant L1 = 0.674 µH, L2 = 1.235 µH, 

/ 0.31 2k M L L= ⋅ =
. 

 
Fig.12. Time dependency of the current iR8 = iout  and of the voltage uR8 

= uout, for the variant L1 = 2.265 µH , L2 = 0.54655 µH, 
..LL/Mk 5021 =⋅=  

 
We build in our lab the coils for the two variants and 

the parameters were identified using ANSOFT 
EXTRACTOR Q3D, [5]. 

To output a constant current and voltage, a voltage reg-
ulator was attached to the load (Fig. 9). Fig. 11 presents 
the WPTS for Case 1, while Fig. 12 presents the WPTS 
for Case 2. 

As a conclusion, we notice from Figs. 11 and 12 that 
the two output variables are almost identical for both cases 
for the parameters of the two magnetically coupled reso-
nators. 

III. WPTS DESIGN AND ANALYSIS SIMULINK  
 

WPTS requires a wide range of electronic parts, so, at a 
first glance, it’s very useful and natural to use MALAB 
SIMULINK toolbox [4]. The SIMULINK toolbox from 
MATLAB, [4], facilitates the design and dynamic analysis 
for wireless power transfer systems.  

The first designed and analyzed WPTS is shown in Fig. 
13. The system  WPTS_1_2 (WPTS_2) contains the fol-
lowing files: red_bifazat.c, WPT_2_dat.m, WPT_2.mdl, 
redr_bifazat.mexw64, and redr_bifazat.mexw64 pdl. 

The input file WPT_2_dat.m is: 
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Fig.13. Equivalent diagram of a wireless electromagnetic power transfer used for charging cell phones. 
 
From Fig. 13, we deduce that the schematics of the 

WPTS allows for the power transfer efficiency computa-
tion: 

5.003_100.0 100.0 60.66 %21_2 8.248_

Pdc in
Pac out

η = ⋅ = ⋅ =

 
5.003_100.0 100.0 26.85 %21_1 18.63_

Pdc in
Pdc out

η = ⋅ = ⋅ =

 
Fig. 14 depicts the time dependencies of the output cur-

rent I_d and voltage U_d. The time dependency of the out-
put power P_DC_out is given in Fig. 15. 

The schematics of the next wireless power transfer sys-
tem SWTP_3, designed and analyzed with the 
SIMULINK toolbox in MATLAB, is presented in Fig. 16. 
For the WPTS in Fig. 16, the two resonators have the fol-
lowing parameters, [6]: C1 = 46.171 nF, C2 = 46.091 nF, 
L1 = 66.56 µH, L2 = 66.49 µH, M = 13.438048 µH, RL1 = 
1.12 Ω, RL2 = 0.78 Ω and RL = 7.93 Ω. 

 

 
Fig. 14. Time dependencies of voltage U_d and current I_d. 

 

 
Fig. 15. Time dependency of power P_dc_out. 

 
We preferred to use the values of the parameters of the 

two coils for the system SWTP_3 identical as in [6] in 
order to check the results we obtained with those meas-
ured in [6]. In Fig. 16 the magnetic couple for the two 
coils L1 and L2 was eliminated. 

In figure 17 we give the time dependencies of the volt-
age u2 and current i2 in the receptor coil. The resonance 
frequency is: 

..
CLCL

f kHz 990
2

1
2

1

2211
0 =

π
≅

π
=  

is very close to the frequency of the curves given in fig-
ures 17 and 18, f0_grafic = 90.85 kHz. From Fig. 17, the 
diagram of the wireless power transfer system allows for 
calculating the efficiency of power transfer: 

7.788_100.0 100.0 79.567 %.21_1 9.788_

Pac out
Pac inp

η = ⋅ = ⋅ =

 
The waves for the WPTS in Figs. 17 are identical with 

those in [6]. 
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Fig. 16. Equivalent diagram of the wireless power transfer system used for checking experimental results. 

 

 
Fig. 17. Time dependencies of the voltage u2 and current i2 in the re-

ceptor coil. 

IV. CONCLUSIONS 
In this paper we presented a set of diagrams for WPTS 

with applications in many important domains. Our re-
search used circuits working as WPTS. The originality 
consists of designing WPTS for which the parameters and 
the configuration of the two magnetically coupled resona-
tors from the system are known. The user can impose 
some values for the current and the voltage corresponding 
to the load. These circuits use sets of two magnetically 
coupled coils built in our lab from UPB. The parameters 
of the two coils were determined using specialized soft-
ware. For designing the power source circuit, the output 
circuit and the schematics for WPTS, electronic parts from 
Tina, SPICE and Simulink have been used. Analyzing the 
results obtained by simulations, we can conclude that 
TINA, SPICE and MATLAB are suited for the design and 
analysis of a wide range of WPTS. WPTS are more ap-
propriate for small distances transmission, distances up to 
twice the coils dimensions. In contrast to other WPTS 
methods, the efficiency of the system can reach up to 95% 
for short distance. The results done by simulations were 
compared with those with the experimental ones and those 
in existing literature, the error being less than 5%. 
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Abstract - Access control systems offer numerous benefits 
and are able to constitute extremely good solutions for se-
curing an area of high or very high importance. An access 
control system allows restriction, monitoring and directing 
human trafficking as cars to a location or from a location. In 
generally at access control systems call the managers of cir-
culated spaces or areas where must enter only authorized 
persons. To access the vehicles in different areas are fre-
quently used automatic barriers. This paper presents such 
an access system, achieved a small scale named ˝automatic 
barrier model˝, that uses photovoltaic panels (PV) as main 
energy source. Automatic operation of barrier is provided 
by a development system achieved around a microcontrol-
ler. In the first part of paper is presents the structure and 
minimum requirements of development system. Also are 
highlighted aspects of dimensioning and design for both 
parts hardware and software respectively. To achieve elec-
trical diagrams and PCBs was used a dedicated software. 
Finally was tested the achieved automatic barrier model. 
The tests consist of verifying the correct operation of the 
automated system. Were made test regarding to automation 
and to power supply from PV panel. Experimental results 
show a smooth functioning of experimental automatic barri-
er powered by PV panel and can be successfully expanded 
at real scale. 

Keywords: vehicles access system; automatic barrier; micro-
controller; photovoltaic panels; automation. 

I. INTRODUCTION 
To restrict access to a parking or an area, usually there 

are used electromechanical barriers of different sizes, and 
in the case of restricting access for a single parking space 
there is widely used lock parking, which is either manual-
ly or electromechanical controllable from the remote con-
trol [15]. 

In some cases the electrical grid is situated at consider-
able distances, or power supply works of the automatic 
access point are expensive. 

The paper presents an alternative solution for small-
scale automated access of vehicles. Automatic access sys-
tem can be supplied with electricity, either from photovol-
taic panels or from another source of energy.  Automatic 
operation is provided by a development system achieved 
around a microcontroller. 

We chose this variant of control because the microcon-
troller is suitable for operation in an industrial environ-
ment, it can operate in a wide range of temperature and 
humidity, it is easily adapted to interfacing with any pro-
cess and it has no particular problems on the training of 
service personnel due to offered programming facilities.  

Microcontrollers were imposed in an increasingly wide 
range of applications, programming because of their high 
simplicity, affordability and reliability [8], [9], [11]. 

II. STRUCTURE OF AUTOMATIC BARRIER MODEL  

A. Requirements 
Experimental model called "automatic barrier" pro-

posed for design must meet the following requirements 
[1]: 

- development will be carried out around a microcon-
troller; 

- it must be possible the purchase of five digital signals 
(barrier up, barrier down, present car, signal access con-
trol, fault reset); 

- programming will be in a higher level language; 
- the user interface will be managed by a seven-segment 

display; 
- microcontroller programming is done via a connector 

provided on PCB; 
- fast status signaling of model is done through two 

LEDs; 
- it must be possible to control a DC motor; 
- to allow power supply from alternative power sources. 

B. Bloc Diagram of the Automatic Barrier Model 
In the design of development systems can take into ac-

count the cost, complexity PCB (printed circuit board), 
speed of execution of the instructions, the existence of 
media performance written code etc. 

 It is possible to ensuring the requirements above by a 
structure built around a microcontroller ATmega8 product 
type ATMEL [13].   

Ensuring the requirements above is possible using two 
modules: power supply module and control module (Fig. 
1). 

The energy from the photovoltaic (PV) panel or from 
another power source is taken from a constant current 
source. Then it follows a voltage source. In this way it is 
controlled the charge current and battery voltage in the 
circuit. 

 A switching source with high efficiency (92%) allows 
obtaining supply voltage of control module developed 
around a microcontroller. 

Detailed status of the installation is presented through a 
seven-segment display and a global signalling is possible 
via two LEDs.  

The DC motor that acts barrier is controlled via an am-
plifying circuit. 
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Fig. 1. Block diagram of ˝automatic barrier˝ model. 

III. DESING OF AUTOMATIC SYSTEM 

A. Design of Hardware Part 
The design of electronic schemes was performed using 

the program Orcad 9.1, Capture module [14]. 
In the power supply module (Fig. 2), the diodes D4 and 

D5 mix the two power supplies: a PV panel and an auxil-
iary power source. Value of R2 = 10 Ohms allows battery 
charging at a current of 1, 25 / 10 = 0,125 = 125 mA. Ne-
glecting the voltage drop across D2 then the voltage 
across the battery is determined by the resistors R1 and 
R3. To obtain the values in the figure (to J2 connector): 

8,125V=
120
660+11,25=

R1
R3+11,25=Ubatt.

The J2 connector is coupled to the battery. It consists of 
two cells in series type SAMSUNG ICR18650-22E. The 
nominal voltage of such cells is 3.7 V (2,75V minimum, 
maximum 4,2V). The corresponding maximum voltage 
the two cells is 4.2 * 2 = 8,4V. It chose to limit the voltage                  
Uac = 8,125V. 

The LTC1474 circuit is powered from the battery cir-
cuit and is capable of providing an output voltage of 3 V 
at a yield of about 92% (Fig. 3). The battery capacity 
(mAh 2200 for a cell) and a good yield of the switching 
source cause increased autonomy of the installation. 

For R4 and R5 resistors,  

 k780=k3902=R4 (2) 

 k1150=k330k820=R5  

obtain the output voltage (to J4 connector ):   

3,043V=
780

1150+11,23=
R4
R5+11,23=Uout

 

The voltage blocking of the switching source to protect 
the battery (UIn) is given by resistances R7 and R9. 

 k1970=k470+k1500=R7

k510=k120+k390=R9

with the formula: 

 5,5V=2,752>

5,98V=
R9
R7+11,23U= U Intrip
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Fig. 2. Wiring diagram of the power supply module – voltage source and current source. 
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Fig. 3. Wiring diagram of the power supply module - switching source. 

The control module (Fig. 4, 5) contains, in addition to 
the circuit U2 - ATmega8, a connector of programming 
(J2), a cell display with seven segments (U1), a connector 
allocated to DC motor (J1), two LED signaling D9 and 
D10 and an amplifying circuit composed of transistors Q1, 
Q2, Q3 and Q4. 
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Fig. 4. Wiring diagram of the control module– part  

with microcontroller. 
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Fig. 5. Wiring diagram of the control module – part  

with amplifying circuit 

The conduction state of the four transistors is indicated 
by LEDs D1, D2, D7 and D8. J5 connector provides the 
interface between the control module and sensors in the 
system. For "barrier up" and " barrier down" is using two 
reed sensors [6] commanded by a magnet jointly with 
barrier.  
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Fig. 6. Wiring diagram of the present car sensor. 
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Sensor "present car" (Figure 6) contain a type LM393 
comparator. At J1 pins 2-3 there is connected an infrared 
(IR) LED emission and at pins 1 and 4 there is connected 
an IR receiver. Resistor R7 adjusts threshold of detection 
the light beam. 

B. Design of Software Part 
The general structure of software for microcontroller is 

shown in Figure 7. 
The program starts with microcontroller initialization 

and variables used [2],[3]. Implementation of various tim-
ings is possible by using a sequence of decrement of all 
counters used. Then follows purchase of five digital sig-
nals, execution of algorithm, then transmitting the synthe-
sized commands. 

 
Fig. 7. Flow diagram of microcontroller program. 

Program operation is based on a tact generated with a 
timer 0. The interrupt is generated at every 10 ms, which 
determines setting of variable "Tact" (fig. 8). 

 
Fig. 8. Flow diagram of timer 0. 

Chart of Figure 9 captures the decremental routine for 
three work counters: "Counter", "CounterLedOK" and 
"CounterLedManevra". 

 This method allows working with hundreds of inde-
pendent counters.  

Fig. 9. Flow diagram of routine for counters decrement. 

The proper algorithm includes six distinct states encod-
ed by variable "CounterState" (Fig. 10). 

The 6 states have the following meaning: 
- State 0- Barrier rest, waiting command; 
- State 1- Barrier in course of erection; 
- State 2-Barrier up, braked a countercurrent; 
- State 3-Barrier up, the rest; 
- State 4-Barrier being lowering; 
- State 5- Barrier down, braked a countercurrent. 
The program remains in the state "0" until activation of 

the "Access" signal. Immediately it is given the command 
to lift the barrier. This sequence ends with activation of 
the "Barrier Up" signal.  

In order to avoid moving the barrier of inertia for about 
0,4 sec. there is activated  a countercurrent braking mode. 
After this sequence the system enters a delay of 6 seconds. 
  The descent begins only if the infrared beam is not inter-
rupted. Its disruption in the sequence lowering or braking 
downhill has the effect of automatically switching to state 
1 (lifting barrier). After termination of the braking mode  
(CounterState = 5) it returns to "0" state. 
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Fig. 10. Flow diagram of proper algorithm – normal operation mode. 

Also in the proper algorithm it is part of an operation 
sequence for detection of possible anomaly (Fig. 11). 
Thus, while the "CommandUp = 1" or "CommandDown = 
1" more than 9 sec., it means that there appeared at least 
an anomaly in the motor operation.  

The system passes into a state (CounterState = 6), 
which, for the reset involves pressing the button "Re-
setAnomaly". 

Fig. 11. Flow diagram of proper algorithm– anomaly processing. 

 
The microcontroller program, which provides automatic 

control of the barrier, was written in high level language 
C, because it is easier to understand and maintain [4], [5] 
[7]. 

The code for the microcontroller used was written using 
the software package StudioAVR4 [12]. 
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IV.  ACHIEVEMENT AND TESTING OF AUTOMATIC MODEL  

A. Achievement of Automatic Model 
After designing of electronic schemes there were per-

formed printed wiring boards using the program Orcad 
9.1, Layout module [14] and electronic components were 
assembled. It began the assembly with passive circuit el-
ements and they ended with the active components. 

Components of the "automatic barrier” model are ex-
plained in Figure 12. 

 
Fig. 12.  Experimental model of  ˝automatic barrier ˝: 1-PV panel; 2-
batery; 3-power supply module; 4-module with  microcontroller; 5-
module of barrier drive; 6-barrier; 7- infrared detector module and 

LED signalling; 8- access buttons. 

B. Experiments Regarding to Automation Part  
Experimentation actually consists of correct working 

verification according to the protocol and conditions im-
posed by design. 

In figures 13 ... 18 there are captured the 6 operating 
states in a work cycle lifting-lowering of barrier. These 
states were predefined in the design stage of automatic 
vehicle access system for the purpose of verification and 
easier debugging of system. 

 
Fig. 13. Testing of model: State 0- Barrier at rest, waiting command. 

 
Fig. 14. Testing of model: State 1- Barrier in course of rise. 

 

 
Fig. 15. Testing of model: State 2- Barrier up, braked a countercurrent.. 

 

 
Fig. 16.  Testing of model: State 3- Barrier up, the rest. 

 

 

Fig. 17. Testing of model: State 4- Barrier being lowering. 
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Fig. 18. Testing of model: State 5- Barrier down, braked  

a countercurrent 
For automatic operation of the barrier was opted for 

the use of distinct states of operation for programming and 
debugging easier. 

C. Experiments Regarding to Power Supply from 
Photovoltaic Panel 

The purpose of the experimental determinations is to 
visualize the measured values of the PV panel voltage and 
auxiliary power supply source both at without load opera-
tion, and the operation of a work cycle up-down of barrier. 

 The structure of the experimental equipment for the 
measurement of voltage is depicted in Figure 19. 

 
Fig. 19. Structure of experimental equipment. 

In the first stage was recorded [10] the voltage sup-
plied from two sources (PV panel and auxiliary power 
supply) at no load functioning. The experimental result is 
shown in Figure 20. 

In the first moment both sources are connected. The 
voltage is 12V for two sources. The voltage is sufficient 
for charging a battery, having a nominal voltage 9V.  

After 20 sec. PV panel was covered. Observe that the 
voltage supplied to it drops to zero. The voltage of PV 
panel returns to 12V after it is discovered (t = 1min, 
10sec.). 

In the next stage was recorded evolution of PV panel 
voltage (Fig. 21) during two cycle of operation of the bar-
rier. 

In Figure 21 are marked some states of the first cycle 
of operation, as follows: 

1 - State 1- Barrier in course of rise 
2 - State 2- Barrier up, braked a countercurrent 
3 - State 4- Barrier being lowering 
4 -  State 5- Barrier down, braked a countercurrent 

 

Fig. 20. Voltage of power supply sources without load. 
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Fig. 21. Evolution of PV panel voltage at two work cycle up-down of barrier. 

V. CONCLUSION 
The paper presented an automatic access system pow-

ered by photovoltaic panels, achieved small scale as an 
experimental model. 

The solution of using two power sources for supply 
vehicle access system from PV panels or other sources 
represents an innovative solution for efficient energy use. 

Experimental results show a smooth functioning of 
experimental automatic access system powered by PV 
panel and can be successfully expanded at real scale. 
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Abstract - This study aimed at establishing the mathematical 
model for determining the dynamic regime torque and at 
emphasizing constructive aspects which influence its 
magnitude and variation. Brushless direct current motors are 
very present and there have been carried out researches 
regarding their design and optimum construction. The 
technology evolution in several areas has caused an increase 
in production of permanent-magnet BLDC motors, which 
has good technical-economic performances for a large range 
of controlled-speed applications. The study carried out, by 
the simulations we presented, shows that these motors have 
high torque oscillations in a complete rotation. There are 
identified the slots which create high torques, respectively 
low torques, in a complete rotation, thus justifying the 
oscillations. In this paper there is emphasized that the 
optimum variant of maximum torque involves a supply by 
six pulses per period in direct direction, also indicating the 
value of the control angle. The most unfavourable variant 
occurs at brushless direct current motor supplied by three 
pulses per period and reverse succession of phases, where 
the average value of the torque decreases by 56.7% over the 
optimum machine. A complete elimination of oscillations in 
this type of motor is not possible, but an optimal design can 
reduce them considerably. 

Keywords: brushless direct current motor, design, simulation, 
optimization. 

I. INTRODUCTION 
Classical direct current motors are replaced by 

brushless direct current motors in several applications due 
to low energy consumption, their high reliability and low 
maintenance. The main advantage of this motor is high 
specific power obtained by means of rare-earth permanent 
magnets, so a much decreased weight [1-5].  

The possibility to replace the assembly comutator-
brushes of direct current motor by a contactless 
commutation device emphasized the advantages of this 
machine [6-10]. 

For electrical devices and installations supplied by 
local energy sources, it is advisable to use permanent-
magnet direct current fractional-horsepower motors 
which have a low weight per unit of power, high 
efficiency, linear mechanical characteristic, very high 
rotating speeds; they are noiseless motors, with safe 
operation, without monitoring and maintenance etc. 

The motors used for two-wheeler vehicles (electrical 
scooter, electrical bicycle, electrical motor-scooter) are 
permanent-magnet direct current motors manufactured 
with ”brushless” technology.  

Brushless direct current motors are used in peripheric 
equipments of computers, in potentiometers with motor 
and in devices following advance of copying machines 
[3], [6], [11-14]. There is experienced using brushless 
direct current motors rated at high power, in electrical 
cars and auto-trucks. 

At present [13], [15], [16-19], there are fabricated 
magnetic materials with special features, being possible 
to carry out brushless permanent-magnet direct current 
motors rated at low and middle powers.  

In order to simplify the scheme of the commutation 
device and to reduce its cost, an armature winding having 
a minimum number of coils is used in these motors. 

II. CONSTRUCTION AND OPERATION  
The motor construction uses permanent magnets made 

of rare earths [7], [16-19]. Good perspectives have the 
materials of type Nd-Fe-B, which have good magnetic 
features, are less breakable and have a low cost (much 
less than the magnets of type Sm-Co), but have a low 
operation temperature (80-100)oC. The temperature has 
an important effect upon the magnet characteristics, so 
upon the motor characteristics.  

High currents and high temperatures cause 
demagnetization. In case of drives using brushless direct 
current motors, demagnetization is not a problem because 
the current is permanently followed and it is limited by 
controller and measuring motor temperature is a simple 
problem.  

Brushless direct current motors are now frequently used 
for two-wheeler vehicles. They are carried out as a close 
construction IP 44, are assembled in the very wheel hub, 
have a solid construction, facing shocks, vibrations, bad 
weather. The producer pays a special attention to aspect 
and operation because the motor is integrated in the hub 
of the back wheel and the battery accumulator and the 
display have low dimensions.  

Modern computation tools have enabled the 
capitalization of complex mathematical models for 
investigating and computing the electromagnetic torque 
of such motors. 

An important aspect is the functional criterion, meaning 
to carry out the motor with certain technical characteristics 
imposed by customer, these being defined by means of the 
parameters: resistances, inductances, inertia moment, steady 
state and transient time constants etc. These parameters 
depend upon geometry, construction and electromagnetic 
stresses of the machine. In these circumstances, the theme 
we approached in this paper is a subject of interest for 
engineering. 
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III. MATHEMATICAL MODEL FOR ESTABLISHING 
DYNAMIC REGIME ELECTROMAGNETIC TORQUE 

The mathematical model carried out for  establishing  
instantaneous values of electromagnetic torque [3], [4], [6], 
[8-9] is based on relations known in literature. The study we 
have carried out and presented below has considered: 

 p                                       (1) 

 - geometrical angle corresponding to the rotor 
displacement Fig.1,  -control angle of the a-phase 
current,  -delay angle for the control of the current  Ia. 

 

 
Fig.1. Cross-section through the motor. 

There has been established the space origin in the point 
O, (  =0 –neutral axis, Fig. 1) and the lines of the 
magnetic field have been modelled as follows: the 
opposite armature has been taken as being smooth (the 
slot opening is very small) and it has been considered that 
the field lines are radial over the whole magnet width, 
while they are modelled by arcs and segments outside 
that area.  

The design data of the motor provide the magnetic 
voltage of the air-gap and its size in the magnet zone. In 
crossing points (ferromagnetic core-air) where the 
tangential component of magnetic induction preserves, 
there has been imposed the condition of continuity and 
derivability of the curve modelling the field line.  

The air space between the magnets b0mg, makes the air-
gap size variable at the armature periphery, thus 
modelling the distribution curve of the air-gap magnetic 
induction (Fig.2), with a polynom-function of the third 
degree where continuity and derivative conditions have 
been imposed.  

This way, we have modelled numerically the air-gap 
magnetic induction relatively to the rotor position: 

 )(fB                                         (2) 

and, by using this relation, there has been simulated the 
curve of air-gap magnetic induction, Fig. 2. 

The armature winding is in star connection, distributed 
in slots (on tooth). The armature winding is radial, star 
connection, distributed in two layers into slots, with the 
pitch y=1 (on tooth).  

According to literature, for having a high rotating 
torque, during the operation we will have two coils 
connected in series and the third one at rest. 
Consequently, there are rectangular alternating currents, 
the duration of a pulse is of 120 electrical degrees.  

There has been established the time origin t=0 when 
= 0 and there has obtained the numerical modelling of 

currents relatively to the rotor position and the currents 
control: 

 ),(fI,I,I cba                             (3) 

The control device models, on a polar pitch, the three 
currents of the windings relatively to  -electrical angle. 
The phase currents b and c are displaced in phase by 120 
electrical degrees. 

 

 
Fig.2. Distribution curve of air-gap magnetic induction  

on the whole machine. 
It is considered that the point O –the space origin, is on 

the axis of the first slot, taken as a reference. 
Consequently, the position of the slot Ncx is established 
by the geometrical angle as below: 

 
cx

c
Ncx N

N
360                          (4) 

There has been computed the ampere-turns 
corresponding to the conductors placed in the upper layer 
crossed by the current Ix, respectively to the conductors 
placed in the under layer where we have the current Iy for 
each slot: 

  ycxcNcx In5.0In5.0                       (5) 

where we have: nc –number of conductors/slot, Ncx –
number of slot, Ix, Iy are the currents Ia, Ib or Ic relatively 
to the slots distribution on zones and phases, carried out 
according to literature. 

There are considered the conductors and the afferent 
ampere-turns concentrated in the slot axis and at the air-
gap level: 

)N,,(f cxNcx                             (6) 

In this stage there are known the air-gap magnetic 
induction B( ), the ampere-turns of each slot Ncx( , , 
Ncx), the iron length lFe, so it is possible to compute the 
torques determined by each slot with the relation:    

FecxNcx l)N,,()(BD5.0T          (7) 

This way, we have modelled numerically the 
electromagnetic torque of a slot:  

)N,,(fT cxNcx                           (8) 

For the total torque we have: 

cN

1i
NcxTT                                  (9) 
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On the basis of the mathematical model presented, it is 
possible to carry out a computation program, where Np  –
number of points per a complete rotation and Npi –
number of points by which the control is delayed, per a 
pole pair. This way, elementary angles result: 

pp
p

pe N...,3,2,1k
N
360k              (10) 

pipi
pi

pie N...,3,2,1k
N
360k              (11) 

For values assigned to Np and Npi there are computed 
and memorized the instantaneous values and the average 
value in a complete rotation of torque given by a slot, 
respectively the total average torque. 

IV. RESULTS, SIMULATIONS AND CONCLUSIONS 
Using the mathematical model presented before and 

advanced numerical computation methods [20-24], there 
have been carried out simulations and, with the results 
obtained, there have been pointed out conclusions 
regarding electromagnetic torque of the motor. 

AAllll  tthhee  rreessuullttss  wwee  hhaavvee  oobbttaaiinneedd  aanndd  tthhee  ssiimmuullaattiioonnss  
pprreesseenntteedd  hheerree  aarree  eemmpphhaassiizzeedd  bbyy  aa  ccoonnccrreettee  eexxaammppllee  ooff  
ppeerrmmaanneenntt--mmaaggnneett  bbrruusshhlleessss  ddiirreecctt  ccuurrrreenntt  mmoottoorr..  TThhee  
mmoottoorr  iiss  rraatteedd  aass  ffoolllloowwss: PN=100 W; UN= 20 V; IN=6.0 A, 
nN= 450 r/min, and is built with 27 slots, 2p=30 magnetic 
poles of type Nd-Fe-B. 

A.1. Supply by six pulses per a pair of poles and 
direct succession  of phases 

The control device, which supply the motor, sets the 
phase current for three phases (Table I), during an 
operation period.   

TABLE I.  
The matrix of the three phase currents 

 [o] el. 
 0 60 60 120 120 180 180 240 240 300 300 360 

Ia [A] 
 IN IN 0 - IN - IN 0 

Ib [A] 
 - IN 0 IN IN 0 - IN 

Ic [A] 
 0 - IN - IN 0 IN IN 

 
For criterion “maximum electromagnetic torque” the 

optimum variant of winding has been found, where the 
distribution of slots per zones and phases is that presented 
in Table II. Because we have three overlapped stars, there 
have been presented the ampere-turns produced by 
currents which cross the conductors from the nine slots. 

TABLE II. 
Slot ampere-turns 

Slot no. 1 2 3 4 5 6 7 8 9 

Ampere-turn 
in the upper 

layer  
A - A - B B - B - C C - C - A 

Ampere-turn 
in the lower 

layer 
A - A A B - B B C - C C 

In Fig.3 there is presented the curve of the 
electromagnetic torque average value, for a complete 
rotation, for different control angles of currents. 

 

 
Fig.3. Torque average value at a complete rotation for different control 

angles of currents. 

In order to obtain a maximum torque for a complete 
rotation, the control electrical angle is =294o or the 
geometrical angle =294/15=19.6o shows where the first 
position transducer is placed on the rotor (fixed armature) 
relatively to the origin –point O, in the rotation direction. 
The next positions where the transducers are placed are at 
120o electrical degrees in the rotation direction.  

 

 
Fig.4. Torque values relatively to the number of slot. 

For the angle  -fixed and ( = 0  360o), by means of 
the program there have been computed the average value 
of the torques given by the currents which cross the 
conductors from the armature slots. The total torque of 
the motor has resulted as TN=1.52 N m, for a speed of 
nN=450 r/min, so, the useful mechanical power results as 
P2=72.2 W. 
 

 
Fig.5. Variation curve of the motor torque at a complete rotation. 

By analyzing Fig.4, we notice the slots and their 
contribution at producing the motor torque: 5, 6, 14, 15, 
23, 24 –very important slots, 1, 10, 14 –important slots, 4, 
8, 13, 22 –slots with mild torques, 3, 12, 21 –slots with 
low torques. 
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In Fig.5 we can see how the total torque of brushless 
direct current motor modifies for a complete rotation (a 
lot of peaks and variations within large limits). 

There are presented below the torque variation curves, 
for a complete rotation, at different slots, Fig. 6.  

From the analysis of these figures we notice that, at 
slots 3, 12, 21 the average value of the torque is very low 
and the torque  has large positive and negative 
oscillations and slots 5, 6, 14, 15, 23, 24 provide high 
torques. 

Periodical oscillations of torque are a major cause of 
vibrations, which in some cases can produce the 
mechanical resonance of the system.  

 

 
a) 

 
b) 

Fig.6. Variation curves of torques for a complete rotation: a) provided 
by the currents which cross the conductors from the slot 5; b) for the 

slot 3. 

A.2. Supply by six pulses per a pair of poles and 
reverse succession of phases 

In the matrix of the three phase currents from table no. 
1, the phases b and c are reversed during a period.     

The curve of the average value of the electromagnetic 
torque for a complete rotation, for different control angles 
of currents is presented in Fig.7. 

 

 
Fig.7. Values of torques relatively to the slot number. 

For the electrical angle =10 and ( = 0  360o), by 
means of the program, there have been computed the 
average values of the torques provided by the currents 
which cross the conductors from the armature slots.  

The total torque of the motor has resulted as TN=0.755 
N m, at a speed of nN=450 r/min, so the useful power is 
P2=35.3 W. 

 

 
Fig.8. Variation curve of the motor torque for a complete rotation. 

 
Fig.9. Variation curve of torque for the slot 3 for a complete rotation. 

 
Fig.10.Variation curve of torque in a complete rotation for the slot no. 4. 

The most important slots are multiple of three, with an 
average torque of Tcr3=0.084 N m, and the representative 
torque is presented in Fig.9. The slot no. 4 causes a 
torque having very high oscillations (positive and 
negative), Fig.10, the average value being Tcr4=0.012 
N m. 

B.1. Supply by three pulses per a pair of poles and 
normal succession of phases 

The values of the three phase currents during a period 
are given by a three-pulse control device.  The program 
of numerical computation enables this analysis which, on 
the basis of the simulations we carried out and the results 
we obtained, shows how many drawbacks this supply 
variant has. The matrix of the three phase currents   (table 
no. 3), during a period is given by a three pulses control 
device.     
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TABLE III. 
The matrix of the three phase currents 

 [o] el. 0 60 60 120 120 180 180 240 240 300 300 360 
Ia [A] IN IN 0 0 - IN - IN 
Ib [A] - IN - IN IN IN 0 0 
Ic [A] 0 0 - IN - IN IN IN 

 

 
Fig.11. Average value of torque at a complete rotation for different 

control angles of currents. 

For different control angles of currents there is 
obtained the curve of the electromagnetic torque for a 
complete rotation, Fig.11. There results two maximum 
torques, a positive one for =330 electrical degrees and a 
negative one for =150 electrical degrees. 

Corresponding to the control angle =330o and = 0  
360o, there have been established the torques provided by 
the currents which cross the conductors from the 
armature slots.  

The total torque of the motor has resulted as TN=1.314 
N m, for a speed of nN=450 r/min, so we have a useful 
power of P2=61.9 W. 

 

 
Fig.12. Torque values relatively to the slot number. 

 
Fig.13. Variation curve of the motor torque for a complete rotation. 

In Fig. 12 there can be seen the curve of the total 
torque, for a complete rotation (a lot of peaks and 
variations within large limits). 

B.2. Supply by three pulses on a pair of poles and 
reverse succession of phases  

There are preserved three pulses on a period but there 
are interchanged the phases b and c. There is simulated 
the curve of the electromagnetic torque for different 
control angles of currents.  

There result two maximum torques, a positive one for 
=30 electrical degrees and a negative one for =210o 

electrical degrees. For the control angle =30o and = 0  
360o, there have been computed the torques provided by 
the currents which cross the conductors from the 
armature slots, Fig.14.  

There resulted a total average torque of TN=0.657 N m, 
for a speed of nN=450 r/min, so we have a useful power 
of P2=30.96 W. 

 

 
Fig.14. Torque values relatively to the slot number. 

 
Fig.15. Variation curve of total torque in a complete rotation. 

In this case, Fig.15, the torque has very high 
oscillations (positive and negative) and the average value 
is lower TN=0.657 N m. 

The most important results of the study we have 
carried out are filled in table no. 4, where: Tmed –average 
value of the torque for a complete rotation, Tcr.max, Tcr.min 
–minimum/maximum value of the slot torque, Ncrt with 
T>0/<0 –number of slots which provide positive/negative 
torque. 

Table IV. 
Couples notches created by the rotor 

 Supply by six pulses per 
period 

Supply by three pulses per 
period 

 Succession  
a, b, c 

Succession  
a, c, b 

Succession  
a, b, c 

Succession 
a, c, b 

Tmed [Nm] 1.52 0.755 1.314 0.657 
Tcr.max [Nm] 0.084 0.092 0.076 0.075 
Tcr.min [Nm] 0.021 0.007 0.026 0.063 

Nrcrt. cu T>0 27 21 27 15 
Nrcrt. cu T<0 0 6 0 6 
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V. CONCLUSIONS 
A constant wave of torque is important, especially in 

servo-drives, where a high precision, a control of speed 
and rotor position are required. For instance, in tool-
machines, finishing the processed piece is negatively 
affected by torque oscillations of driving motor. 
Periodical torque oscillations or ripple are, in a lot of 
situations, the cause of vibrations which are annoying 
when mechanical resonance occurs in equipment 
structure. 

The study we have carried out and the results presented 
in table no.4 recommend the supply by six pulses and direct 
succession of phases, because there results the highest 
torque for a complete rotation, all the slots are active and 
provide positive torques, so the oscillations are lower.  

We can notice that in all these cases we have some very 
active slots (Tcr=0.084 N m) and some almost inactive slots 
(Tcr=0.021 N m). The most unfavourable variant is the 
supply by three pulses and reverse succession of phases, 
when the torque gets high oscillations and decreases to 
56.7% over the torque corresponding to the optimum 
variant. 

An almost constant torque cannot be obtained for 
brushless direct current motor, but we can draw near this 
requirement. The inertia moment of the rotor and the high 
speed decrease the speed oscillations caused by torque 
oscillations. A performing control system, with a reaction 
loop by speed, can reduce considerably the torque 
oscillations for low speed, too, if the amplification and 
the bandwidth are high enough.  
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Abstract - Achieving1 a high-level of stability represents one 
major concern in autonomous microgrids (MGs) with high 
penetration levels of renewable energy sources. The aim of 
this paper is to study how photovoltaic (PV) power plants 
can provide dynamic frequency support in MGs, in order to 
obtain an improved stability for the entire power system. 
On the PV side an energy storage subsystem is added, with 
the main purpose of better control and higher power 
reserve of the PV power plant. By this way the necessary 
input power is provided by the PV system along with the 
battery block.  The required output power is supplied by a 
three-phase voltage source converter (VSC). The VSC 
control is implemented in a rotating dq reference frame, 
including a harmonic compensation loop for the output 
current. To improve the dynamic frequency stability of the 
MG, specific functions are implemented within the PV 
inverter control. To highlight the performance of the 
proposed system, a comparative analysis is provided, which 
cover four cases of interest depending on the status of the 
storage system and dynamic support (i.e. with/without 
storage and with/without dynamic support). Simulation 
results are included to validate the power control system, 
showing that the dynamic frequency control can be 
improved by the proposed solution. 

Keywords: Frequency control; microgrid; power system 
dynamic stability; PV power generation, energy storage. 

I. INTRODUCTION 
The rapid development growth of distributed generation 

systems is mainly associated with the sector of Renewable 
Energy Sources (RES). Aiming to maximize the use of 
local energy resources as close as possible to the 
consumers and to reduce the losses on the conventional 
networks have led to the necessity of developing small 
self-sustaining power systems, namely microgrids (MGs) 
[1]. Moreover, the MG is considered the building block in 
the future smart grid [2]. The automated MGs will take 
the control of the power systems related to the stability of 
supply and energy quality, mainly because the exponential 
increase of the control complexity makes no longer 
possible the human dispatcher to perform it. Within this 
framework, the RES-base generators should also have to 
participate to ensuring the MG power quality and stability. 
Therefore, the main tasks have to be shared among all the 
resources in the MG, sources, energy storage systems and 
consumers [3].  

                                                           
1 This work was supported by a grant of the Romanian National 
Authority for Scientific Research and Innovation, CNCS – UEFISCDI, 
project number PN-II-RU-TE-2014-4-0359. 

A major issue of the grids with high RES penetration 
levels consists in ensuring the power control and 
predictability. In this regard, the RES generators must 
become controllable in a similar way to conventional 
ones. In autonomous MGs, maintaining the stability both 
in normal operating conditions and during severe dynamic 
regimes represents a more difficult task mainly because of 
its reduced inertia and power reserve [19]. Therefore, 
besides enhancing the MG stability and power availability 
by means of energy storage systems and active loads, 
improving the RES generators control mainly during 
dynamic regimes represents a new real concern.  

The current research is focused on the photovoltaic 
(PV) source, because of its high potential in terms of 
answer speed capability to face with the stability 
problems, part of which are created in large extent by its 
own inherent variability of energy production. The 
premise used to date, consisting in maximising the energy 
production using a maximum power point tracking 
(MPPT) algorithm, will be replaced by the higher priority 
request to participate to the MG operational stability. The 
main studied solutions to achieve a more flexible power 
control of PV power plants consist in integrating energy 
storage systems within the power plant structure [4]-[7], 
curtailing the PV output power to a certain degree [8]-
[11], or combination of both solutions. Although such 
solutions increase the costs – either in terms of additional 
resources (e.g. energy storage system), or because of not 
using the entire available solar energy when operating 
outside the maximum power point – they are justified 
when ensuring the security and stability in MGs with 
limited resources becomes a priority. 

 Integrating an energy storage system within a PV 
power plant to enhance its power control can be 
accomplished in several ways. The solution of interest for 
the current study involves connecting a battery bank to the 
DC-link of the PV inverter by means of a bidirectional 
DC-DC converter [13], [15]. To be mentioned that this 
paper is an extension of a previous study [20], being 
mainly focused on the operation strategy and control of 
the PV-battery system in order to increase the active 
power control of the PV power plant and thus, to be able 
to participate in the MG dynamic frequency control 
mechanism [12]-[14],[16].  

After introduction, the paper is organized as follows: 
Section II presents the three-phase inverter (VSC)  and 
system configuration, in Section III the control principle 
and control methods of the VSC are detailed, Section IV 
describes the simulation cases and results while the main 
conclusions are provided in Section V. 
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II. PV SYSTEM CONFIGURATION 
Fig. 1 shows the block diagram of the studied PV 

system, consisting of a three-phase VSC connected to a 
MG. The inverter is supplied from a PV system and a 
battery block is connected on the DC-link to support 
either a local load connected when operating islanded, or 
to provide dynamic support when connected to the MG.  

The analysed PV power plant consists in a single string 
with 22 series connected panels each having 245 W. The 
PV string is connected directly to the VSC DC-link, the 
rated DC voltage produced by the string being around 
650V. 

A 48V battery is connected to the VSC DC-link by 
means of a DC-DC bidirectional converter. It should be 
mentioned that the discussion about the converter 
structure and its impact on the overall system efficiency 
are issues outside the focus of the current paper and, 
therefore, a generic DC-DC half-bridge converter is 
considered. Another important aspect that is reserved for 
future studies implies the optimization of the converter 
power and battery capacity. If the PV system is intended 
to support the MG only during severe dynamic regimes, a 
short-term energy storage system is to be considered. 

 

III. SYSTEM CONTROL 

A. VSC Power control 
The control of the VSC output power is accomplished 

in rotating dq reference frame, with the block diagram 
developed as in Fig. 2a and Fig. 2b. The inner current loop 
is based on proportional-integrator (PI) controllers on 
each axis, with voltage feed-forward and cross-coupling 
elimination terms [17]. The synchronization of the 
inverter is done by a conventional three-phase phase-
locked loop (PLL). Based on the active and reactive 
power references (PPV

*, QPV
*), the dq-axis reference 

currents are calculated as follows [17]: 
 

                      I *
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For limiting the output current distortion to the standard 

level (i.e. THDI < 5%), the VSC control also includes a 
harmonic compensation (HC) loop, presented in Fig. 2c. 
The HC is implemented in rotating reference frames, one 
for each harmonic that is required to be compensated. In 
this case, targeting for the 5th and 7th harmonics, two 

rotating frames at -5ω (negative sequence) and 7ω 
(positive sequence) are employed. The converted current 
signals are provided to two integral controllers with the 
corresponding gains of Kh5 and Kh7. The obtained 
compensation voltages are then added to the main dq VSC 
reference voltages. 

When the energy storage system is connected to the 
VSC DC-link the battery acts as an energy buffer to 
balance the power between the PV production and the 
VSC output requirements. By this way the VSC output 
power is decoupled from the PV available power and, 
therefore, achieving a better control of the PV power 

Fig.1. Block diagram of the analysed system 

 
a) 

b) 

 
c) 

Fig.2. VSC command: a) general structure; b) fundamental current 
control diagram; c) harmonic current control diagram 
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Fig.3. Block diagram of PV Frequency controller 

130

_______________________________________________________________________________________________Annals of the University of Craiova, Electrical Engineering series, No. 40, 2016; ISSN 1842-4805



plant. In this paper, this characteristic is used to provide a 
certain level of support for the MG frequency.  

When the support is enabled, the battery energy storage 
system is controlled to maintain the DC-link voltage 
constant by absorbing or injecting power by means of the 
bidirectional DC-DC converter. For a better assessment of 
the system performance, the conventional operation case 
of the PV power plant (i.e. without integrated storage) is 
also included in Section IV. In this case, the DC-link 
voltage is no longer regulated by the battery system, but 
by the internal VSC control. 

B. Frequency Control 
For the purpose of PV power plant participation in the 

MG frequency control process, a frequency controller is 
developed with the block diagram shown in Fig. 3. The 
frequency deviation Δf from the reference value f0 – which 
may be fixed or controlled by the MG central controller – 
is used to determine the active power reference according 

to a predefined P-f characteristic. The signal PMPPT comes 
from the MPPT block, which is not detailed in the current 
paper. 

In order to analyse the proposed PV plant response to 
the frequency changes, for the simulations presented in 
section V an aggregate dynamic MG model is developed, 
based on the transfer function from (3) to represent the 
primary frequency control process, in per units (p.u.) [18]. 

 

MGRR
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MG
MGf

DsHfDTsTHf
sT

P
fsG

)2(2
1

)(

0
2

0

                          (3) 

 
where: ΔfMG is the MG frequency deviation; ΔP is the 
active power disturbance; TR represents the composite 
time constant of the primary frequency control of the MG; 
λMG is the composite power-frequency characteristic of the 
MG; H is the inertial time constant of the MG; D is the 
load damping coefficient; f0 is the initial steady-state 
frequency. 

The active power-frequency characteristic is inspired 
from the existing PV grid code standards (Romanian grid 
code was targeted), being adapted for the required 
operation in MGs. As Fig. 4 illustrates, this characteristic 
is based on a 20 % reserve of the inverter when the 
frequency falls within normal operation range. Featuring 
an enhanced active power control due to the integrated 
storage, the characteristic can be expanded to the bottom 
quadrant also (i.e. P<0 – absorbing active power from 
MG). Therefore, the system can react to both signs of the 
frequency deviation. To be mentioned that, the current 
paper does not cover the cases when the battery reaches its 
state of charge (SOC) limits and when the system cannot 
longer operate as described. This aspect is reserved for 
future studies.  

In order to highlight the proposed system behaviour in 
comparison with the conventional PV operation mode, 
two methods of generating the active power reference are 
used. In the first case a fixed reference value is used (i.e. 

 
Fig. 4. Dynamic Frequency characteristic of the PV power plant 

 
Fig. 5. Simulink block diagram Simulink of the studied system 
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provided by PMPPT), while in the second case the dynamic 
frequency support is enabled. 

Voltage regulation can also be provided through 
exchange of reactive power control [21], but in this case 
the reactive power reference is set to zero (QPV

*=0) in 
order the VSC to operate at unity power factor. 

IV. SIMULATION RESULTS 
 
The PV system presented in Fig. 1 is modelled in 

Matlab/Simulink, and the main simulations of interest are 
discussed hereinafter. Fig. 5 presents the Simulink 
diagram of the PV inverter connected to the MG and main 
system parameters are presented in Table I. The VSC used 
here is a 5 kW three-phase inverter, sized to support the 
PV system above and to supply a 5 kW load connected to 
the MG. As for the simulation of the MG, is used a 
dynamic MG model in Simulink. The dynamic 
characteristic of the frequency presented in Fig. 4 is 
implemented in Simulink by means of a look-up table 
function. The MG model is developed according to 
expression (3), the frequency changing according to the 
active power balance in the MG. By this way, it is 
possible to analyse and optimize the PV power plant 
response during dynamic events in the MG. 

In order to highlight the support capabilities of the 
studied system, the presented analysis includes the 
following operating cases: with and without dynamic 
support from the PV power plant, applied for different 
irradiation values and one more case, in which are applied 
the above conditions, but without battery support. There 
are three operating cases. In the first case there is a fixed 
value for the irradiation (G=1000W/m2) and two 
assumptions with and without dynamic support, while in 
the second case the irradiation drops to a lower value 
(G=500W/m2) in order to simulate a real PV operating 
condition also with the same assumptions. In the third 
case there are the same aforementioned conditions but 
without using the battery support. 

The measurements include the MG frequency and the 
main active powers in the system (i.e. PV string, battery 
and VSC). For all cases, the MG is considered initially at 
steady-states with f0=50 Hz. 

As Fig. 6 shows, at t=2s when the load is connected, the 
frequency decreases rapidly to 48.72 Hz without dynamic 
support and to 48.86 Hz with dynamic support. After the 
primary frequency control is finished in about three 
seconds after the disturbance occurred, the frequency is 
restored in both cases to the rated value of 50Hz. 
Regarding the system active power flow, as shown in Fig. 
7, without support the VSC output power has a small 
reaction to the MG frequency deviation. All the powers 
remain constant and the battery block is charged. The 
output power is constantly around 5000 W, after the load 
is switched on. With dynamic support, the PV power 
remains unchanged at around nominal value with a 
fluctuation after 2 second when the load is switched on. 
The VSC output power changes according to the 
characteristic from Fig. 4, increasing from 4000 W up to 
around 5000 W when the load is switched on, and again at 
4000 W after that. During this time, the battery provides 
the balance of around 1250W between the PV and VSC 
power. This difference is smaller when the system 
operates without dynamic support and higher with 

dynamic support, the reason being the imposed operating 
characteristic of the frequency dynamic control for the 
VSC with power reserve, as described in section III.  

TABLE I.  
THE MAIN SYSTEM PARAMETERS 

Parameters Values 
VSC rated output power 5 kW 

DC link voltage 650 V 
Battery voltage 48 V 

VSC output filter inductance 
and capacitance 

3.1 mH; 10 µF 

MG rated frequency (f0) 50 Hz 
MG time constant of the 

primary frequency control ( TR) 
0.1 s 

MG inertia constant (H) 1 s 
MG damping factor (D) 2 % 
MG power frequency 

characteristic (λMG ) 
20 kW/Hz 

 
In the second studied case, the PV irradiation changes 

from G=1000 W/m2, to 500 W/m2 at t=4s. For a better 
comparison these tests are accomplished for two operating 
conditions, i.e. without dynamic support and with 
dynamic support. As shown in Fig. 8, the frequency starts 
from the 50 Hz and after 2 seconds when the load is 
connected, it drops to 48.72 Hz without dynamic support, 
while with dynamic support being limited to 48.86 Hz. It 
should be mentioned that the frequency response is 
similar to the case presented in Fig. 6, since the integrated 
battery energy storage system ensures the power balance 
on the DC-link side of the VSC and, therefore, the VSC 
maintains its power response capability regardless of the 
PV production. As shown in Fig. 9, without dynamic 
support the PV power is constant around nominal value. 
After 4 seconds when the irradiation changes, the PV 
string power drops proportionally to 2000 W. However, 
due to the integrated energy storage system, the VSC 
output power is not affected, because during this time, 
when the irradiation drops the battery provides the balance 
between the PV and VSC power with a small fluctuation 
in both cases. The VSC output power being higher than 
the PV production, the battery provides the difference and 
starts discharging. Similar to the previous case, the 
balance is lower when the support is enabled in contrast to 
the operation without support. As a consequence, the MG 
frequency is undisturbed by the PV string power reduction 
at t=4s, as illustrated in Fig. 8.  

 
Fig.6. MG frequency for G=1000 W/m2 without and with dynamic 

support. 

Load connection 
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Fig.7. PV power, Battery power, Output power for G=1000 W/m2 

without and with dynamic support. 

 
Fig.8. MG frequency for G=1000 W/m2 and G=500 W/m2 without and 

with dynamic support and with integrated battery. 

 
Fig.9. PV power, Battery power, Output power for G=1000 W/m2 and 

G=500 W/m2 without and with integrated battery. 
 
In the third studied case, the PV irradiation changes 

from G=1000 W/m2, to 500 W/m2 at t=4s as in the 
previous case, but now the battery is removed from the 
DC-link. In order to compare this case with the other two 
above, these tests are accomplished in the same operation 
conditions, without dynamic support and with dynamic 
support. As shown in Fig. 10, frequency starts from the 
50 Hz, and after 2 seconds when the load is connected, the 
frequency starts declining to 48.72 Hz without dynamic 
support and to 48.86 Hz with dynamic support. At around 
t=4s the frequency is restored to the rated value in both 
cases, i.e. with and without dynamic support. However, 
after t=4s, when the irradiation changes to 500 W/m2 the 
MG frequency is dropping to 49.4 Hz without dynamic 
support, while being limited to around 49.7 Hz when the 

support is enabled. After 5.8 seconds the frequency is 
brought back to 50 Hz in both cases. 

As shown in Fig. 11, without dynamic support the PV 
power is at a constant value around the nominal value of   
5000 W, while in the other case the PV power changes 
from 4000 W to 5000 W after 2 seconds when the load is 
switched on and again at 4000 W. The output power is 
5000 W without dynamic support, whereas with dynamic 
support being maintained at 4000 W, according to the 
characteristic from Fig. 4, with a minor fluctuation when 
the load is switched on.  

After 4 seconds, when the irradiation changes, the PV 
string power drops proportionally to the irradiation to 
approximately 1700 W and remains constant in both 
cases, i.e. with/without dynamic support. However, due to 
the lack of integrated energy storage system, the VSC 
output power now follows the PV string production and, 
therefore, it can no longer sustain the MG frequency, until 
the MG frequency is stabilized again after 5.8 s at 50 Hz. 
As a consequence, the irradiation change perturbs the MG 
and the frequency drops according to the PV active power 
decrease (i.e. 4000 W), but this perturbation is limited due 
to the dynamic characteristic of the frequency when the 
system is working with dynamic support.  

Further improvements are under study, one of these 
consisting in adapting the PV power plant response 
capability according to the battery state-of-charge. 
Enhancing the frequency controller to respond to the rate-
of-change-of-frequency is another improvement taken into 
consideration.  

 
Fig.10. MG frequency for G=1000 W/m2 and G=500 W/m2 with and 

without dynamic support and without integrated battery. 

 
Fig.11. PV Power, Output power for G=1000 W/m2 and G=500 W/m2 

without and with dynamic support and without integrated battery. 

Load connection 

Variation of G Load connection 

Variation of G 
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V. CONCLUSIONS 
The paper has presented a solution for dynamic 

support of frequency in microgrids (MGs) by means of 
photovoltaic (PV) power plants. In order to improve the 
PV system control and power reserve, an energy storage 
system is integrated into the structure of the PV power 
plant. The PV response to frequency deviations is 
adapted from the existing Romanian grid code, a 
modified f-P characteristic being developed according 
to the system characteristics. The simulation results 
have clearly shown that, as long as the battery storage 
system operates in normal conditions (i.e. without 
storage limitations), the considered PV system is able to 
improve the MG frequency response and for sure the 
dynamic frequency support according to existing power 
reserve, ensures an increased stability of the entire MG 
output power. Regarding the PV power it was 
demonstrated that, according to irradiation values, the 
battery compensates for the difference between the PV 
string production and the imposed PV plant output 
power according to the frequency controller 
characteristic. The case without integrated energy 
storage system was also analyzed, the results showing 
that the PV power plant can provide a certain level of 
support according to its power reserve operation, which 
depends on the irradiation level. 
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Abstract - This paper describes a case study referring to the 
magnetic field measurements performed in a public access 
area. Compared to the standard limits regarding the human 
exposure to electromagnetic fields, the measurement results 
were significantly higher. Based on these results and the 
scarce data regarding the magnetic field sources in the area, 
there are discussed several cases of power lines configura-
tions and their corresponding magnetic field levels.   

Keywords: electromagnetic exposure, electromagnetic pollu-
tion, magnetic field measurement, standards 

I. INTRODUCTION 
The case study described in this paper is based on a set 

of magnetic field measurements performed in a market 
place area [1]. The paper aims to identify the magnetic 
fields sources that could generate such high levels regis-
tered in the measurement stage. Because the analyzed area 
is a public access area, determining the electromagnetic 
field exposure of the general public is highly important [2-
9]. Based on an analytical model and the scarce data re-
garding the magnetic field sources in the area, there are 
discussed several cases of power lines configurations and 
their corresponding magnetic field levels. 

II. DESCRIPTION OF THE ANALYZED CASE 
The case presented herein refers to an area located 

North of Constanta, Romania, illustrated in Fig. 2, where a 
transformer substation 400/110/20 kV operates as part of 
the national power grid. Also, in the close vicinity of the 

substation, there is located a market place. People working 
and visiting this public access area are exposed to the elec-
tric and magnetic fields generated by the power lines con-
verging to and from the substation, as the map in Fig. 2 
shows clearly.  

In the center of the market place there is situated one of 
the very high voltage (400 kV) power line towers, carry-
ing electric power from the national grid to the transform-
er substation. Also, crossing above the southern side of the 
market area, there are three high voltage power line tow-
ers, each supporting a three-phase system of 110 kV. In 
Fig. 1 there is illustrated the 400 kV power line tower 
which is located in the north-eastern corner of the market 
place, and the inscription of the tower, stating that there 
should be maintained a protection area of 75 meters width 
from the power line axis. 

 

 
Fig. 1. The 400 kV power line tower in the center of the market place 

 

 
Fig. 2. The market place adjacent to the substation and converging power lines (Google Maps) 
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In order to determine the magnetic field levels affecting 
all exposed persons around, a set of measurements of 
magnetic flux density was performed on the contour of the 
market place. The measurement device was a gauss-meter 
with transversal Hall probe, which was calibrated before 
the measurements. The space coordinates corresponding 
to the magnetic field data were recorded with a GPS de-
vice. The measurements were performed at 1 meter above 
ground; there was measured the vertical component of the 
magnetic field. Magnetic flux density ranging from a few 
µT to several hundred µT, was measured on the boundary 
of the selected area. Fig. 3 outlines the measurement area 
border and Fig. 4 illustrates the values of the magnetic 
induction measured therein. The highest measured values 
range from 300 µT to 460 µT. 

At the analyzed location, the human factor is present 
almost 24 hours a day, particularly in the warm months of 
the year, performing a commercial activity. It is in fact a 
public access area, with continuous exposure, the human 
factor not being aware, instructed, nor protected. By com-

paring the measured values with the standard imposed 
levels [7, 8, 10,11], several observations can be made: 

- high values of magnetic field are determined by the 
close proximity of high voltage overhead power lines; 

- in most points located on the Southern side of the ar-
ea, near the 110 kV power line, the magnetic flux density 
exceeds the safety level of 100 µT, indicating a dangerous 
area for the humans therein; 

- the safety level for the magnetic flux density is also 
exceeded in the N-E corner of the area, next to the 400 kV 
power line tower, beneath the overhead power line con-
ductors. 

Since the measured values were significantly higher 
than the usual magnetic field within the area of high volt-
age substations or beneath high voltage power lines [11, 
12], there is imposed the analysis of the available data. 
There are analyzed several models of magnetic fields 
sources, such as overhead and underground three-phase 
power lines. 

 

 
Fig. 3. The measurement points location expressed relative to a reference point 

 
Fig. 4. The magnetic flux density registered in the measurement points 
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III. THE MAGNETIC FIELD COMPUTATION MODEL 
The computational model of the magnetic field generat-

ed by a power line is based on the Biot-Savart-Laplace 
equation; the magnetic field density generated in point M 
by the current ik passing through the k-th electric circuit (k 
= 1, 2 or 3) is determined by the electric current ik, the 
magnetic permeability of free space, the distance vector r 
between the position of the observation point M and that 
of the cable, and the regular distance element on the elec-
tric wire dl. 

 
k

r
rdli

B k
k 3

0

M 4    (1) 

The integral is computed along the wire of the k-th cir-
cuit (phase) Γk; in literature, different shapes of the aerial 
cable are considered (straight cable or with a proper droop 
due to its connection between two points at the same ele-
vation or at different elevations, by considering different 
three-phase line configurations, etc.) [10, 11].  

By considering a cross-section through a three-phase 
power line, there is obtained a simplified 2D computation-
al configuration. Still, the three currents passing through 
the cables ik (k = 1, 2, 3) form a symmetrical system. The 
magnetic field computation is performed in the (x, y) 
plane, illustrated in Fig. 5. For the three-phase line system, 
the total magnetic field is obtained through fields’ super-
position, considering the symmetrical phase shift between 
the currents.  

The magnetic field density generated by the three-phase 
line, computed in the observation point M(xM,yM) has the 
orthogonal components Bx and By: 
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Fig. 5. The components of the magnetic field generated by the three-
phase power line 

 

IV. THREE-PHASE OVERHEAD POWER LINE 
For the adopted computational model, there is further 

considered an overhead three phase power line. For a 
standard a power line tower of 110 kV supporting a three 
phase power line at approximately 20 meters above the 
ground, the cable positions expressed in the selected Car-
tesian system are as follows: (x1, y1) = (-4; 20), (x2, y2) = 
(2; 24), and (x3, y3) = (4; 20) meters.  

The observation point M is 1 meter above the ground 
(yM = 1 m), and its horizontal coordinate (xM) ranges from 
-10 to 10 meters. The load current is considered to be 400 
A (which represents the effective value admissible for a 
110 kV power line). The orthogonal components of the 
magnetic field density are illustrated in Fig. 6 and Fig. 7; 
as one could observe, the magnetic field components re-
sulting from (2) and (3) render values lower than 1 µT. 
Such low values are determined by the large distance be-
tween the observation point M and the aerial cables - ap-
proximately 20 meters. 

 

Fig. 6. The horizontal component of the magnetic field Bx generated by 
the overhead three-phase power line on the x axis, perpendicular to the 

power line 

 

Fig. 7. The vertical component of the magnetic field By generated by 
the overhead three-phase power line on the x axis, perpendicular to the 

power line 
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V. THREE-PHASE UNDERGROUND POWER LINE 
The computational model needs further improvement 

and adequacy to the true circuits’ configuration; superpo-
sition of magnetic field components from many different 
circuits and possibly the true effective value of the line 
current could influence the results. 

Power distribution specialists state that the magnetic 
field generated by an underground cable can reach up to 5 
times the value of the magnetic field produced by an 
overhead line, mainly because of the distance between the 
line and the ground. [13].  

For the scope of determining the magnetic field of an 
underground power line, the computation model was 
adapted for a 20 kV underground three-phase power line. 
Two configurations were considered: an axial (horizontal) 
distribution of the cables and a triangular distribution, 
respectively. The configurations are illustrated below in 
Fig. 8. 

The reason of choosing the 20 kV voltages lies in the 
fact that the transformer substation in the analyzed region 
is distributing the following voltages 400/110/20 kV. 
Therefore, it was taken into consideration the fact that an 
underground cable of medium voltage (20 kV) could also 
be present in the area. 

For the 20 kV underground cable, there was considered 
a copper cable of section S = 240 mm2 [14]. The maxi-
mum load current differs with the cable distribution: it is 
445 A for the horizontal distribution and 456 A for the 
triangular distribution, respectively.  

The burial depth is 0.8 meters, and the observation 
point is located 1 meter above the ground. So, in the case 
of an underground power line, the distance between the 
power line and the measurement point is approximately 
ten times lower. For both cable configurations, there were 
taken into account two different distances between cables: 
7 cm and 25 cm, respectively. 

As one can notice in Fig. 9 – Fig. 16, there is registered 
a field increase with the distance between cables, in both 
configurations. Still, the obtained values are below 10 µT 
and lower than the measured values. 

 

a

a

a

a a

 

Fig. 8. The selected configurations of the underground three-phase 
power line  - horizontal distribution and triangular distribution, respec-

tively 

 

Fig. 9. The horizontal component of the magnetic field Bx generated by 
the underground three-phase power line, with cables placed in horizon-

tal line configuration, at 7 cm distance 

 

 

Fig. 10. The vertical component of the magnetic field By generated by 
the underground three-phase power line, with cables placed in horizon-

tal line configuration, at 7 cm distance 
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Fig. 11. The horizontal component of the magnetic field Bx generated 
by the underground three-phase power line, with cables placed in hori-

zontal line configuration, at 25 cm distance 

 
 

 

Fig. 12. The vertical component of the magnetic field By generated by 
the underground three-phase power line, with cables placed in horizon-

tal line configuration, at 25 cm distance 

 
 
 
 

 
 
 
 

 

Fig. 13. The horizontal component of the magnetic field Bx generated 
by the underground three-phase power line, with cables placed in trian-

gle configuration, at 7 cm distance 

 
 

 

Fig. 14. The vertical component of the magnetic field By generated by 
the underground three-phase power line, with cables placed in triangle 

configuration, at 7 cm distance 
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Fig. 15. The horizontal component of the magnetic field Bx generated 
by the underground three-phase power line, with cables placed in trian-

gle configuration, at 25 cm distance 

 

Fig. 16. The vertical component of the magnetic field By generated by 
the underground three-phase power line, with cables placed in triangle 

configuration, at 25 cm distance 

VI. CONCLUSIONS 
Starting from a set of measurements performed in a 

market place area, indicating very high levels of magnetic 
field, there were analyzed several types of power lines 
considered to be magnetic field sources. The analyzed 
area presents a particular type of exposure, being simulta-
neously populated with workers and ordinary people. The 
people working there are not aware of electromagnetic 
field emissions, body exposure, the need for protective 
measures and limitations, etc.  

The analyzed sources render magnetic field values in 
the range of 1 -10 µT. The maximum measured values 
reach levels with the order of hundreds of µT. This cannot 
be explained through the presence of multiple power lines, 
both overhead and underground, crossing the market area. 

Even though it is a market place – therefore a public ac-
cess area, it is a private property, meaning that the owner 
is the authority responsible for the assessment of the 
workplace and for all the needed protective measures. Due 
to the negative attitude of the market administration, it 
was not possible to repeat the measurements or to perform 
supplementary ones. Still, the paper aims to increase 
awareness to the fact that people perform professional 
activities in areas unsuitable in terms of electromagnetic 
field exposure, and to determine measurements resuming. 
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Abstract - Some theoretical approaches of an alternative 
organic semiconductor device are presented in this work. 
The Organic transistors are based either on n-type or p-type 
or mixed p/n overlapped layers. The carrier modulation 
insides different films is carried out by two gates electrodes, 
as is usual in the thin film transistor field. This paper intro-
duces some novel aspects for these kinds of organic transis-
tors, selecting a suitable biasing regime. The simulations 
emphasize a stronger influence on the static characteristics 
when the superior gate is acted. One of the novelties of this 
paper concerns the electrical conduction occurrence by two 
simultaneous channels, in comparison with one volume 
channel conduction, for different gate voltage regimes. A 
similar work regime is also encountered in the SOI devices 
with ultra-thin films that develop a volume channel. The 
volume channel regime is advantageously when the technol-
ogy of fabrication of the organic semiconductors on differ-
ent insulators provides an extremely charged interface, 
which can degrade the surface currents. Comparisons and 
applications for both situations - with one volume channel 
or two accumulation channels - are finally discussed. The 
vertical n/p junction arose between the upper n-channel and 
the bottom p-channel, offers novel physical properties and 
prevented any interaction among channels. The device simu-
lations revealed multiple behaviors, depending on the Top 
and Bottom Gate voltages, if a positive drain-source voltage 
is applied. 

Keywords: organics transistors, thin films, simulations, alter-
native materials in electronics. 

I. INTRODUCTION 
The organic technology provides facile methods of the 

thin film transistors manufacturing, at room temperature 
processes as inkjet printing, sol–gel process, roll-to-roll 
printing, which provides low cost technologies, against 
the classical lithography from the silicon technology, [1-
3].  

Even with the last years rapid progress in the organic 
materials manufacturing [4], an Organic Thin Film Tran-
sistor (OTFT) with better characteristics than a Metal 
Oxide Semiconductor Field Effect Transistor (MOSFET), 
rests a major issue, [5].  

For example, the Organic MEtal Semiconductor Field 
Effect Transistor (OMESFET) developed by another re-
searcher group [6], operates at lower voltages than usual 
OTFT, with better ON/OFF current ratio, but only use the 
conduction thru a channel with p-type conduction, [6]. 

The well-known technologies of the Pentacene OTFT 
transistors frequently demand conduction thru a p-type 
organic layer, except for a few low band-gap organic pol-
ymers. Recently, other authors claim that n-type conduc-
tion can be used in conjunction with convenient organic 
gate dielectrics [7], even in special low band-gap organic 
semiconductors, where the electrons mobility increases to 
0.05cm2/Vs, [8]. 

Till nowadays, the more performant Organic-TFTs are 
fabricated by the p-type organic polymers, offering con-
duction regime with accumulation channel. An additional 
reason for the n-type organic-TFT avoiding is the elec-
trons entrapping at the semiconductor–oxide interface by 
hydroxyl groups, present as silanols in the usual SiO2 
insulator, [8]. OTFTs with pentacene onto a dielectric 
polymer layer enriched the drain current excursion from 
8nA to 80nA at the same gate voltage biasing, [9]. 

Therefore, in this paper, a mixed solution - with a p-
organic layer on an n-organic layer - is considered to en-
rich the current way. The source to drain conduction is 
possible by accumulation channels [10] or by volume 
channels, [5]. In this paper we take into account the pos-
sibility to ensure a superior conduction by the superposi-
tion of both these two mechanisms. The polyimide mate-
rial is considered as buried organic insulator and the ox-
ide material is considered as the upper insulator, for the 
proposed Organic-TFT. The compatibility between the 
circuit integration technology and the surface oxide is 
wellknown, while the matching with polyimide material 
was proved elsewhere, [11]. The expected results envis-
age a larger current capability by a suitable work regime 
and alternative functions for these transistors. 

II. THE DEVICES STRUCTURE AND PHYSICAL PARAMETERS 
This organic thin film transistor also belongs to the 

Semiconductor on insulator SOI transistor class [12], due 
to similar configuration with sub-100nm organic films 
placed onto an insulator support from polyimide. There-
fore, the back and front gates from SOI architectures [13] 
are labeled here as bottom and top gates, to be in agree-
ment with the TFT terminology, [6, 7].  

The investigation software tools from this paper in-
volve the Atlas 2D from Silvaco, adapted for our OTFT 
device. In fig. 1.a is presented the proposed structure be-
sides to the mesh for a sole p-channel transistor or similar 
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for n-channel and in fig. 1.b is presented the adopted 
structure with mixed n/p channels with modified geome-
try. In this last case, the structure gathers an accumulation 
current localized at the upper interface with oxide and 
with the inferior interface with polyimide. In this way, 
multiple conduction routes occur: by upper n-channel and 
bottom p-channel. However, the metallic shortcut on the 
vertical direction, achieved by the deep source and drain 
contacts, ensure a zero current within the pn junction on 
the Oy axis.  

From the material point of view, the organic semicon-
ductor can be depicted either as the default pentacene 
from the Atlas library [14], or as optimized organic semi-
conductors from literature [15] simply labeled as Organ-
ic. 

 

(a)  

 

(b) 

Fig 1. Materials and doping profile within the O-TFT with (a) sole p-
channel; (b) mixed p/n-channels. 

In the literature, the carrier motilities inside the organic 
semiconductors are typically of 0.1...1cm2/Vs, or more, 
[16]. We considered an average value of 0.8cm2/Vs in 
these simulations. In order to make possible both elec-
trons and holes charge transport, the Lowest Unoccupied 
Molecular Orbital (LUMO), besides to the Highest Occu-

pied Molecular Orbitals (HOMO) - energy levels must be 
localized as close as possible and the gate dielectrics must 
suppress the electron capture at the organic-dielectric 
interface.  

In order to be closer to a real behavior, in this paper, the 
the Density Of States (DOS) are distinctly defined at the 
organic semiconductor / polyimide interface by for ion-
ized acceptor states - gA=3.75x1016cm-2, fig 2.a, and ion-
ized donor states gD=9.5x1016cm-2, fig. 2.b, [17]. 

 

(a)  

 

(b) 

Fig. 2. The ionized states density taken into account in simulations: 
(a) for acceptors; (b) for donors. 

 
 For the presented OTFT structure, the aluminum con-

tacts provide a Schottky barrier, while the gold contacts 
offers better ohmic contacts and they are finally included 
in simulations. Also the simulations show a strong de-
pendence of the contact resistance on the doping concen-
trations in the n or p type layers. On the other hand, the 
contact resistances are variable for different gates biasing, 
due to the carriers concentration ranging, [15]. 

The physical parameters of the standard pentacene, 
noted as Pentacene [14], enhanced new organic semicon-
ductors noted as Organic [15, 19] and polyimide as insu-
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lator [20] are included in the Atlas models by the "mate-
rial" instruction and centralized in table 1. Those parame-
ters that are missing from table 1, for pentacene, organic 
or insulators, get the default values from the Atlas library, 
[14]. The sizes and doping concentrations of each layers 
are selected from a real organic technology [11-21], and 
they are indicated as main references in table 1. The n-
type layer is defined by a Gaussian doping concentration, 
with a maximum value of 1019cm-3, while the p-type sub-
strate has 1017 cm-3. 

TABLE I.  
INITIAL DEVICE CHARACTERISTICS 

Material Thickness 
( m) 

EG 
(eV) 

Mobility 
(cm2/Vs) 

n-Pentacene 40, [15] 2.11 [21] 1x10-5, [21] 

p-Pentacene 60, [9] 2.11 [21] 4x10-4, [21] 

n-Organic 40, [15] 1.20 [19] 0.80, [15] 

p-Organic 60, [9] 1.21 [19] 0.80, [15] 

III. FIRST ATLAS SIMULATIONS 
The Atlas input file is prepared to simulate electrical 

conduction thru organic materials, activating some key 
parameters in the "model" instruction: pfmob singlet 
langevin, to activate the Poole-Frenkel mobility model 
and the Langevin recombination for the existent carriers, 
[14].  

In Atlas 2D output files, the drain currents are ex-
pressed in Amperes per 1 m, as default depth. Therefore, 
in our simulations, the current densities are more relevant 
than the currents itself. 

The potential distribution over the mixed OTFT struc-
ture is presented in fig. 3, accordingly with an expecting 
work regime, for low positive drain voltage and negative 
top-gate voltage and also negative bottom-gate voltage. 
In another work regime, the drain voltage is increased, 
when the mixed device is biased at VS=0V, VD=40V, 
VTG=-10V and VBG=30V, the maximum electric field 
occurs on a 0.2 m length of oxide, between the edges of 
top gate and drain electrodes.  

Subsequently, the maximum electric field reaches 
2.5x106V/cm, still lower than 1.1x107V/cm, but under 
increasing alert for the critical electric field in the right 
corner of the oxide, near the drain contact. Hence, a limit 
drain voltage can be +40V ... +50V to avoid the break-
down. A thicker polyimide provides a lower residual cur-
rent thru polyimide versus oxide, at the same voltages. 
For the device safety, the gate currents are monitored. 
After simulations, the top and bottom gate current densi-
ties posses few order of magnitudes lower than the drain 
current, so far away from the breakdown conditions and 
far away from the loss of the gate control. 

 

 
Fig 3. The potential distribution at VS=0V, VD=+4V, VTG=-10V and 

VBG=-30V in mixed OTFT. 

Because the mixed OTFT structure comprises a verti-
cal n/p junction, two types of electrical carriers ensure the 
longitudinal conduction, as in any pn junction.  

A top gate biased at negative voltage can foster the 
holes accumulation. An additional negative bottom gate 
voltage enhances the holes accumulation, while positive 
bottom gate voltage depletes the p-type film, fig. 3. Holes 
accumulation occurs near the polyimide interface for 
VBG=-30V, up to 2x1018cm-3, higher than the native dop-
ing concentration of 1017 cm-3, while holes accumulation 
occurs near the oxide interface for VTG=-10V, up to 
9x1019cm-3. In this case, an electrons volume channel co-
exists with the upper holes surface channel, near the 
source vicinity. The work regime with positive top gate 
voltage provides two conduction channels, near oxide and 
polyimide interfaces, depending on the bottom gate bias-
ing. 

Figure 4 presents a comparison between the electrons 
and holes mobility, under usual biasing conditions. 
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Fig 4. The electrons and holes concentration for different top and bot-

tom gate voltages. 

The specific models included in Atlas to capture the 
organic semiconductors becomes obviously, due to the 
results with higher holes mobilities and lower electron 
mobilities (opposite to the inorganic semiconductors), as 
is specifically encountered in literature, [22]. 

IV. STATISTIC REGIME ANALYSIS 
The output characteristics simulations, ID-VDS, consists 

in drain-source voltage ranging from 0V to positive val-
ues at maximum +40V, keeping a negative bottom gate 
voltage and associating different top-gate voltages, fig. 5. 
In the simulations from fig. 5, the organic semiconductor 
noted by organic, is envisaged. The current decreases 
when the negative top or bottom voltages increase in 
modulus, due to the n-channel diminishing.  

 

 
Fig 5. The output characteristics at different top and bottom gate voltag-

es. 

Selecting the optimum "organic" semiconductor, the 
drain current reaches in the saturation region for a satura-
tion voltage, VDSat of minimum +5V and maximum +42V 
in fig. 5. The maximum drain current reaches a value of 
2.38 x10-13A that is 2.3 times higher than in a previous 

analysis [11], when ID was 100fA. Now, the maximum 
saturated drain current of 238fA occurs for VTG=+30V, 
VBG=0V, instead old conditions for VTG=+10V, 
VBG=+50V. 

In this study results that a higher positive top gate volt-
age produces higher drain currents. A lower dependence 
of the drain current on the bottom gate voltage is simulat-
ed. 

V. DISCUSSIONS 
The applications of the proposed OTFT are in agree-

ment with the applied voltages in each work regime. Be-
cause the n and p layers posses different doping concen-
trations, the conduction thru the longitudinal n-channel is 
stronger than the conduction thru the longitudinal p-
channel.  

The conduction superiority has to be established by the 
static characteristics analysis, forcing the device to use a 
p-type channel or a n-type channel. This evolution is em-
phasized once for a maximum electron concentration 
reached deeply in the n-type film of 1019cm-3, but rather 
closer to the oxide layer, fig. 6.a. 

 

 
(a) 

 
(b) 

Fig 6. The electron concentration through the proposed OTFT with 
overlapped channels as contours traces proving a thin volume channel 
onset ; two accumulation channels onset at VS=0V, VD=40V, VTG=10V. 
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When positive voltages are applied on both gate termi-
nals, two accumulation channels occur near the interfaces 
with oxide and with polyimide, fig. 6.b. This work regime 
with two simultaneous channels acted by two gates repre-
sents the main explanation to support a 2.3 higher drain 
current during the saturation regime. 

If the positive voltage is applied on the top-gate, 
(VTG>0), the electron concentration increases in a thin 
volume channel, at 10nm close under the upper oxide 
interface (where n >1019cm-3), offering the specific vol-
ume channel conduction way [4], with a maximum of 
efficiency now, 2.3 times higher drain current. Weather 
the work regime is changed (VTG<0 or VBG>0), the holes 
channel is onset within the p-type layer and systematical-
ly the hole current density rests much lower than the elec-
tron current density, due to the initial asymmetry in the 
doping concentrations. To capture an as favorable as pos-
sible work regime for the holes transport, it is necessary 
to invert the biasing (e.g. for VTG>0, VBG<0), to increase 
the hole concentration p>1019cm-3 near the polyimide 
interface, so that two distinct accumulation channels oc-
curs and both get the same order of magnitude for the 
current density, jp, n = 1.2 ... 1.8 mA/cm2, fig. 6.b. The 
localization of these two channels is near the oxide inter-
face and near the polyimide interface. In this case, the 
vertical n/p junction is reverse biased, with two depleted 
regions, n-type and p-type that touch each other by the 
median coordinate of the organic mixed layers. This re-
verse bias prevents any leakage between the upper n-
channel and the bottom p-channel, ensuring a firm behav-
ior of the device.  

Some comparisons of the main voltages and saturated 
drain current for the proposed device biased at VTG>0, 
with similar organic thin film transistors, are presented in 
table 2. 

TABLE II.  
THE OTFTS DEVICE PARAMETERS 

Parameters |VG| 
(V) 

|ID, max| 
(pA) 

VDsat 
(V) 

Actual OTFT 1 ... 30 0.238 2…42 

Other OTFT 17... 33 [22] 0.102 [11] 24…54[21-29] 

 
The studied organic OTFTs are suitable for the indus-

trial low power display, due to a low drain current con-
sumption, versus other variants, [22]. Also the organic 
devices are suitable for any biomimetic applications, 
which require carriers mobility under 0.1cm2/Vs, [24] and 
transducer with organic materials as biocompatible inter-
faces, [25-29]. 

The volume channel regime is advantageously when 
the technology of fabrication of the organic semiconduc-
tors on different insulators provides an extremely charged 
interface, which can degrade the surface currents. 

VI. CONCLUSIONS 
This paper studied some new configurations of Organic 

Thin Film Transistors, which usually used a sole p-
channel, or a sole n-channel. When a mixed structure 
with n-type layer on a p-type layer was used in the organ-
ic semiconductor region, some novel kinds of conduction 
channels occurred. The vertical n/p junction arose be-
tween the upper n-channel and the bottom p-channel, 
offers novel physical properties and prevented any inter-
action among channels. 

The device simulations revealed multiple behaviors, 
depending on the Top and Bottom Gate voltages, if a 
positive drain-source voltage is applied. 
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Abstract - The paper deals with some tests regarding the 
immunity for radiated emissions and compliance with inter-
national standards for electromagnetic compatibility (EMC) 
measurements for an industrial data acquisition system 
(DAS) used in power systems. The behavior of the DAS, 
when functioning near electromagnetic disturbance sources, 
is studied. The goal is to test its robustness in similar condi-
tions as those encountered in its normal environment. It is 
known that multiple factors may affect the accuracy of  data 
acquired by DAS. The Equipment Under Test (EUT), witch 
in this case is represented by DAS is tested for immunity in 
a specialized enclosure (GTEM Cell). The immunity based 
on the analysis of the influences of an electric field with con-
stant magnitude and variable frequency in the range of 80 
MHz...1 GHz is studied. After analyzing the initial tests re-
sults, partial and, afterwards, full shielding of the EUT’s 
case is performed in order to remove the EM influence. The 
tests’ results drive to the conclusion that it is necessary to 
design and build an enclosure from conductive material for 
the DAS. After the implementation of the measures, the 
EUT passed the tests concerning the immunity. The GTEM 
Cell construction, GTEM model, generation and distribu-
tion of electric and magnetic field inside the GTEM Cell, 
equipment under test (EUT), radiated emission measure-
ment scheme, EMC standards for GTEM Cell, are exposed. 

Keywords: Data Acquisition System, immunity tests, electro-
magnetic shield, electromagnetic interferences. 

I. INTRODUCTION 
Immunity to radiation is the condition when the exist-

ence of radio-frequency waves into the atmosphere is like-
ly to affect the normal operation of a device. In order to 
exemplify this phenomenon, we can mention the case of 
voltage fluctuations, harmonics etc. 

Passing the immunity tests for a data acquisition system 
(DAS) means that the equipment has the capacity of func-
tioning undisturbed in the environment where it is in-
stalled. 

DAS purpose is to acquire the input analogical signals, 
to measure, analyze, process and display the measure-
ment.  The acquired data accuracy in our test isn’t always 
high. 

Because of some disturbance sources, significant errors 

can occur during measuring related operations.  
By testing the immunity to EM radiations of DAS, one 

intends to analyze and remove the negative effects that 
appear in the measurement process.  

Testing the equipment’s immunity to radiations can be 
done with a specialized enclosure, such as the Gigahertz 
Transverse Electromagnetic Mode (GTEM) Cell [1]. 

GTEM cell is an improved version of TEM cell, with 
extended frequency range to GHz and increased working 
volume. 

Unlike the anechoic chamber, the GTEM cell makes 
possible for easy testing using less power, when the size 
of the EUT allows this [2]. 

II. DATA ACQUISITION SYSTEM 
Data acquisition systems are complex structures for 

processes monitoring in which usually a lot of physical 
quantities are occurring (Fig. 1).  

The purpose of data processing differs with equipment 
destination. It can be the control of physical process, for 
protection, or it can be used informatively about the pro-
cess evolution by data visualization.     

DAS acquires analogical or digital signals, using trans-
ducers, in order to record, to display or process the infor-
mation based on the transducer’s nature.   

 
 

Fig. 1.  The basic schematic of a data acquisition system. 
1 This work was supported by a grant of the Romanian National Author-
ity for Scientific Research and Innovation, CNCS/CCCDI –UEFISCDI, 
project number PN-III-P2-2.1-BG-2016-0240, within PNCDI III. 
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Fig. 2.  The tested data acquisition system. 

The specifications of the tested DAS (Fig. 2) are:  
• Equipment used for measurements in the time domain, 

with eight analogical input channels of ±10 V and eight 
digital outputs; 

• The Voltage inputs are completely differential, in or-
der to connect it easily both to star (Y) and respectively 
delta (∆) schemes;  

• The analogical voltage input circuits provide the gal-
vanic isolation of inputs signal to the analog to digital 
converters (ADC); 

• The input circuits preserve the characteristic accuracy 
for more than 1.5 times the rated input quantities; 

• The measuring equipment allows both synchronous ac-
quisition of eight input signal, and over-sampling features. 

In case of DAS, the electromagnetic disturbances can 
be generated by different equipment functioning nearby. 

III. DAS Measurement Errors   
The errors which appear in DAS measurement can have 

many causes, as detailed below. Among these, the EM pol-
lution represents the most important sources which can rad-
ically influence the DAS operation, often altering the real 
input values. Removing this effect is the main goal of our 
research. In this case, the other causes can be neglected.    

A. The analog to digital conversion of the signal, 
conversion errors 

A first error is caused by the analog to digital (A/D) 
converter (ADC) which converts every value of the ana-
logical signal to digital divisions.  

In Fig. 3 one can observe that the real sinusoidal input 
signal recomposition is not precise. Because the resolution 
increases towards 16-bit, the number of steps increases to 
216 = 65536, and one obtain a near perfect signal repre-
sentation. Our data acquisition system uses 12-bit A/D 
converters for -10 V ÷ +10 V input voltage.      

The 12-bit resolution A/D converter has the following 
minimum variation of voltage [3]:  

12
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Fig. 3.  Truncation errors at the 3-bit conversion of signal. 

This minimum voltage variation represents one step. 
For signals between -10 and +10 V, the minimum detecta-
ble variations is 4.88 mV.   

The continuous (DC) voltage is constant for a certain 
time interval:  
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For a digitized signal the voltage becomes [14]:  
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The root mean square (RMS) is computed with [14]: 
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The quantization error ( ) can be determined with [14]: 
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where: N – number of bits of the ADC.  
When one can estimate the limits of the signal values, it 

is recommended to choose a domain where the error is as 
small as possible.  

B. Errors introduced by protection and isolation circuits  
Another source of errors is represented by the ripple 

voltage (noise) introduced by the galvanic isolation and 
over-voltage protections circuits, or the supply. Typically, 
the ripple voltage value is 20 – 100 mV peak to peak. 

Figs. 4 and 5 represent the waveform of a signal before 
and after filtering [3].   

 
Fig. 4.  The waveform of the original signal. 
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Fig.5. The waveform of the processed signal. 

The noise removal can be realized by signal filtering. A 
data analysis is necessary (the acquired signal must be 
processed such as to get a reconstructed signal approxi-
mating as much as possible the original signal). 

The signal filtering is performed using low-pass filters, 
which do not affect the low frequency components, but 
they mitigate the high frequency components. The fre-
quency where the signal is attenuated (cutoff frequency) 
must be sufficiently high such as to preserve the useful 
components of the signal. Usually, it is chosen to be half 
the operating frequency of the circuits. 

EM pollution represents an important source of pertur-
bation. The removal of its effect is the primary purpose of 
our research. In the analyzed case, it has the greatest nega-
tive effect on the DAS operation.  

C. Errors caused by EMC 
The EM radiation affects directly the DAS behavior, 

having effects like: malfunctioning of the microcontroller, 
erroneous measurements and wrong digital outputs. They 
main sources of EM perturbations from the operating en-
vironment of the tested DAS are equipment built with 
controlled power semiconductors, which are functioning 
nearby DAS.  

The detection of these problems is the starting point of 
this paper. One intended to test the DAS to immunity, 
using a GTEM 750 cell and eventually to take corrective 
measures if problems are detected.  

IV. IMMUNITY TESTING OF DAS 
Testing the DAS in the GTEM cell is realized in com-

pliance with the generic standard IEC 61000-4-20, which 
refers to immunity testing in transverse electromagnetic 
(TEM) waveguides. 

The GTEM Cell is a transmission line that simulates the 
electromagnetic energy transmission in the TEM mode 
(Transversal Electro-Magnetic) through which the elec-
tromagnetic wave propagates into the surrounding space. 
The GTEM cell, as a new measurement facility in elec-
tromagnetic compatibility (EMC), needs to be evaluated, 
especially considering its electric field distribution. It is 
important to determine the field strength and distribution 
in a GTEM cell for EMC and calibration measurements. 

 The field strength inside a GTEM Cell is a function 
depending on the input power as well as on the location 
along the longitudinal axis or septum height. Immunity 
measurements require field uniformity (75 dB according 
to IEC 61000-4-3 Standard) over certain test areas [4], [5]. 

Immunity tests assume that the equipment under test 
(EUT) must withstand a certain level of interference (level 
specified by the standard) such as to receive a positive 
opinion and pass the tests [6]. 

One used the software WIN 6000, compatible with 
GTEM 750 Cell and the related equipment. 

The measurements have been done with a frequency 
step of 1%, the EUT being positioned in three different 
ways on the coordinate system’s axes [1]. 

In this case, for testing, the EUT is placed in the cell 
and the amount of power is increased until the required 
value of the field is reached. For each measurement the 
EUT is monitored for the respective frequency (30 MHz – 
1 GHz). The configuration of the test is depicted by Fig. 7 
[7].  

Test arrangement was performed in accordance with the 
standard IEC 61000-4-3, and the following equipment was 
included: amplifier; generator; bi-directional coupler; me-
ter (power meter) depicted by Fig..6. 

The electric field values within the cell and the meas-
ured forwarded and reversed powers during tests are de-
picted in Fig. 8. The “+” marker suggests the frequencies 
for which errors appeared. 

The stationary step time for each analyzed frequency 
was 5 seconds. The testing was done for a value of 30 
V/m for the reference input field, with an error tolerance 
of 1 %.     

The DAS testing was performed with and without the 
signal’s modulation in amplitude (AM). During tests, the 
DAS was operating with no inputs (the voltages and cur-
rents values were null). The measurements display (volt-
ages and currents) on the DAS’ screen is realized in a se-
quential mode. 

No errors were recorded during tests with not AM.  
During tests with AM one noticed that the DAS had an 

abnormal behavior, as explained in Table I. 
As a consequence of the above, one proposed the 

shielding of the DAS. 
Shielding is essential firstly for the limitation of the ra-

diate emission of a system (EN55022 standard , for radiat-
ed emission between 30 MHz and 1 GHz), and on the 
other hand, for system protection against perturbations 
emitted by local equipment or more commonly against 
electromagnetic radiation in the environment.  

Several standards define the method for testing the im-
munity to radiated perturbations, depending on the source 
of field and respectively on the frequency: incidental elec-
tromagnetic field – IEC 61000-4-3, 61000-4-10 and so on. 

Shielding is generally acquired through a metal or metal 
plated casing, which surrounds the equipment (Fig. 11).   

TABLE I.  
ERRORS OCCURRED DURING TESTS. 

Frequency 
[MHz] 

Voltages 
[V] 

0÷110 0 
116 10  
120 12 
124 26 
130 29 
132 31 
136 36 

137÷438 0 
451 restarted 
471 Stopped working and restarted 

495÷1000 0 
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Fig. 6.  Equipment disposal for the immunity test. 
 

 
 

Fig. 7. Test equipment configuration. 
 

 
Fig. 8.  Reached value of E-field, the forwarded and reversed power. 
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(a)                                          (b) 
 

  
 

(c)                                          (d) 
 

  
                       

                              (e)                                             (f) 
Fig. 9.  Voltages measured by DAS during testing within  

110 MHz÷140 MHz range. 

 
Fig. 10. DAS behavior at resetting for 451 MHz. 

The shielding must protect the sensitive part of a device 
against exterior electromagnetic fields. 

Because the tangential component of the electric field 
and the normal component of the magnetic field are null at 
the surface separating the shield from the environment, the 
conducting surfaces are absorbing electric field whilst 
rejecting the magnetic field. In the same time, the reflec-
tion (shielding) is improved along with the electric con-
ductivity σ and therefore it is stronger for the Copper 
shields and weaker for the Iron ones.  

Following the partial shielding, one noticed that for the 
110 MHz ÷ 140 MHz range, parasite voltages were rec-
orded, having values between 26 – 41 V (Fig. 12).  

For the 430 MHz ÷ 480 MHz range one noticed a nor-
mal behavior of the DAS, the voltage remaining constant 
at 0 V (Fig. 13). 

Further, a decision on DAS fully shielding DAS was 
made. The shielding was done with copper foil (which has 
high shielding properties), the shield being connected to 
ground (Fig. 14). 

After the DAS’s fully shielding, the voltages measured 
were at 0 V for the analyzed frequency range of 30 MHz ÷ 
1 GHz. 

In the first stage one partially shielded the DAS. The 
shielding was made with copper foil with a width of 
0.08mm applied on the outer case of the DAS in the direc-
tion of the electric field’s propagation. 

 
Fig. 11. Metallic case used to shield the equipment. 

 

  
 

(a)                                          (b) 
 

  
 

(c)                                          (d) 

Fig. 12.  Voltages measured by the partially shielded DAS during tests 
sin the 110 MHz ÷ 140 MHz range. 

 
Fig. 13.  Voltage measured by the partially shielded DAS during tests in 

the 430 MHz ÷ 480 MHz range. 
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Fig. 14.  DAS fully shielded with copper foil. 

V. CONCLUSIONS 
The tests concerned with the DAS revealed that the 

original case, made of Iron, did not provide immunity to 
electromagnetic radiation. Therefore a Copper foil was 
used to cover the DAS.  

The advantage of the partially shielded DAS is that one 
managed to remove the unwanted effects that appeared 
within the 430 MHz ÷ 480 MHz frequency range, namely 
the DAS’ resetting, blocking and shutting down.  

The initial solution of a partially shielded DAS had lim-
ited effects, because one could not manage to remove all 
the negative aspects of EMC. 

Further, one decided to fully shield the DAS with a 
shield connected to the DAS’ ground. 

In the end, the obtained results were satisfactory, the 
input sizes being null for the entire test period. 

An important role, from the DAS’ construction point of 
view, will be the DAS’ case substituting by a metallic case 
made from a material with high EMC shielding properties 
(such as copper foil).  

This solution should considerably reduce the negative 
effects of electromagnetic interference.  
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Abstract - Electrical discharge due to human operators may 
cause disturbances with very fast variation reaching the 
sensitive equipment by conduction and radiation and can 
affect and even destroy them. Therefore, between a human, 
possible to load electrostatic voltages of 10-15kV ordinal, 
and an electronic device (computer, laptop, memory stick, 
etc.), system connected to the grounding, an electrostatic 
discharge can occur as a result of electric charging (electri-
fication) the person wearing clothes made of synthetic fi-
bers, due to friction with the air. This paper proposes a 
study of the transient arrangement produced by human 
electrostatic discharge and the disruptive or destructive 
effects that may occur. Experimental tests have been per-
formed to determine the degree of immunity to electrostatic 
discharge (ESD) into the air and through direct contact, in 
accordance with the regulations in force, in the specialized 
laboratory of ICMET Craiova, subjecting a memory stick 
and a wireless Internet connection stick to electrostatic dis-
charge. The results obtained revealed the individualized 
behavior for each device tested. 

Keywords: electromagnetic compatibility, electrostatic dis-
charge, immunity to a disturbance, contact discharge, air dis-
charge. 

I. INTRODUCTION 
Industrial development, especially in the light industry, 

widely producing synthetic fibers and clothes made of 
synthetic fibers and semiconductor manufacturing indus-
try has led to the importance of electrostatic discharge 
studies and analyses. 

Electrical discharge, due to human operators, may 
cause disturbances with very fast variation reaching the 
sensitive equipment by conduction and radiation that can 
affect and even destroy them. 

Therefore, between a human, possible to load electro-
static voltages of 10-15kV ordinal, and an electronic de-
vice (computer, laptop, memory stick, etc.), system con-
nected to the grounding, an electrostatic discharge can 
occur as a result of electric charging (electrification) the 
person wearing clothes made of synthetic fibers, due to 
friction with the air. 

This paper proposes a study of the transient arrange-
ment produced by human electrostatic discharge and the 
disruptive or destructive effects that may occur. 

Experimental tests have been performed to determine 
the degree of immunity to electrostatic discharge (ESD) 
into the air and through direct contact, in accordance with 

the regulations in force, in the specialized laboratory of 
ICMET Craiova, subjecting a memory stick type 
ADATA of 8GB and a wireless Internet connection stick 
to electrostatic discharge. The results obtained revealed 
the individualized behavior for each device tested. 

II. THEORETICAL NOTIONS RELATED TO ELECTROSTATIC 
DISCHARGES 

Electrostatic discharges shall be recorded between 
broadband disturbance sources. 

Electrostatic discharges arising from the accumulation 
of electrical charge with a certain polarity in the separa-
tion of the two areas that previously have been in contact 
and one of the two environments is isolating [1]. 

Electrostatic discharge are classified between non-
functional sources of electromagnetic interference along 
with other sources such as: automotive ignition installa-
tions, welding equipment, electronic converters, etc. [2] 

The development of electronics, microelectronics and 
generally of IT equipment and the production of synthetic 
fibers and clothes made of synthetic fibers has led to in-
creasing emphasis on studying and analyzing the effects 
of disturbing or destructive effects of electrostatic dis-
charges produced by humans. 

Electrostatic discharges from humans are important in 
terms of electromagnetic compatibility. 

Depending on the clothes worn by a human operator, 
humidity environment, etc. a person can be charged with 
a voltage up to 30 kV, which can produce large amounts 
of undesirable electrostatic discharge (disturbing or de-
structive) on electronic equipment. In general, a person 
walking on a carpet can be charged with a voltage up to 
15 kV. 

In the case of electrostatic discharge from the point of 
view of electromagnetic compatibility and determining 
the level of immunity, the essential problem is the fact 
that these discharges are very fast and under the form of 
impulses measured in nanoseconds.  

Disturbing phenomena produced by electrostatic dis-
charges are produced by discharge currents under the 

form of impulses and by time-varying magnetic fields [2] 

III.  GENERAL ASPECTS OF ESD TESTS 
The tests on immunity to electrostatic discharge can be 

performed in specialized laboratories and on-site (on-site 
operation). 
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The tests are done in accordance with the specified 
standard IEC 61000-4-2 [3]. 

For ESD testing a high voltage source is required, an 
energy accumulator and discharge electrode. In general, 
the discharge electrode is mounted in a device called test 
gun that can move towards the object tested (EUT) start-
ing from a certain distance until spark discharges occur, 
known as air discharge. In case the test gun comes into 
contact with metal parts of the EUT, discharge occurs 
through direct contact. 

In Table I [3] we have presented immunity levels and 
the tensions the equipment must be tested at. 

     
TABLE I.  

TEST  LEVELS  

 
   
 The  contact discharge is the preferred test method and 

the second method by air discharge shall be used where 
contact discharge method cannot be applied.  

It is important to achieve with the equipment used, 
through the laboratory simulation of electrostatic dis-
charge, the ideal wave shape of the discharge current 
through direct contact. 

This waveform is shown in figure 1 [2.3]. 

 
 

Fig.1 Ideal wave shape of the discharge current 
 

Also, it is important to analyze the results on EST im-
munity, represented by knowing the environmental condi-
tions in which the tests were performed, namely [3]: 

- ambient temperature 15-30 0C; 
- relative humidity  30-60% 
- atmospheric pressure  860 – 1.060 mbar. 

The test result shall be classified in terms of loss of 
function or degradation of performance of the equipement 
under test (EUT), as follows [3]: 

a) normal performance within limits specified by the 
manufacturer; 

b) temporary loss of function or degradation of 
perfomance wchich ceases after the disturbance ceases, 
and from which the equipement under test recovers its 
normal performance, without operator intervention; 

c) temporary loss of function or degradation of 
perfomance, the correction of which requires operator 
intervention; 

d) loss of function or degradation of perfomance which 
is not recoverable, owing to damage to hardware or 
software, or loss of data. 

IV. EXPERIMENTAL DETERMINATIONS ON 
ESTABLISHING THE DEGREE OF IMMUNITY TO 

ESD 
This article has proposed to present the ESD test results 

for a memory stick (fig. 2 a) and an Internet connection 
stick (fig. 2 b) in order to establish the degree of immunity 

 

 
a) 
 

 
b) 

Fig.2 Article proposed to the ESD test 

154

_______________________________________________________________________________________________Annals of the University of Craiova, Electrical Engineering series, No. 40, 2016; ISSN 1842-4805



We selected these devices because they can be directly 
connected to a computing equipment (computer, laptop) 
and may be subject to human nature ESD (electrostatical-
ly charged human operator) 

 
A. Equipment used 

The tests were conducted in the specialized laboratory 
of ICMET Craiova. 

The high voltage generator is an electrostatic discharge 
simulator for immunity tests by air and contact discharges 
(25 kV), ESD30C  (EM Test) (fig. 3.a) equipped with test 
gun (fig. 3.b).  

The ESD30C/ (EM test) is a mains supply powered 
ESD simulator that generates ESD up to 25 kV in both air 
discharge and contact discharge mode  [8]. 

 

 
a) 
 

 
b) 

Fig.3 Equipment used 

 
The test gun is equipped with two interchangeable tips 

for air discharge and for direct contact discharge (fig. 4). 
The two tips are made in accordance with the require-
ments specified in international standards. 

 

 
a) 
 

 
b) 

Fig.4 The  accessory for  test gun 
a) top for testing by contact discharge; b) top for testing by air dis-

charge  
The tests were conducted at an ambient temperature of 

25.5 ° C and a humidity of 54.5%, sizes falling in the 
range of values provided in [3]. 

 

 
 

Fig.5 Experimental assembly which is performed in laboratory for 
the ESD tests [6] 

 
Before carrying out the tests, we carried out a verifica-

tion of waveform signal produced by the equipment used 
on a calibration ESD resistance (EM Test) of 2 Ω for a 
test voltage of 2kV( fig.6). 
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The result obtained is shown in fig. 7 and is within the 
limits imposed by [3] and presented in Table II, being 
similar to the waveforms obtained in similar experimental 
conditions and found in specialized literature [4]. 

 

 
Fig.6 Calibration ESD resistance (EM Test) of 2 Ω 

 
 

 
 

Fig. 7. Waveforms obtained experimental. 
 

 

 

TABLE II.  
CONTACT  DISCHARGE  CURRENT  WAVEFORM  PARAMETERS  

 

 
 
 

 

Fig.8 Issues during tests 

 

B. Results of the experimental tests 

The test points were selected so that the requirements  
IEC 61000-4-2 and thus can be considered: 

       -  points on metallic sections of a cabinet which are 
electrically isolated from ground; 

-  any point in the control or keyboard area and any  
other point of man-machine communication, such as  
switces, knobs, buttons, indicators, LEDs, slots and other 
operator-accesible areas. 

   The ESD shall be applied only to those points and 
surfaces of the EUTwhich are accessible to persons dur-
ing normal use [3]: 

- those points and surfaces which are only accessible 
under maintenance; 
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- those points and surfaces which are only accessible 
under service by the (end-) user (for example : battery 
contacts while changing batteries, a cassette in a tele-
phone answering machine etc.); 

- in the case of the contacts of coaxial and multi-pin 
connectors which are provided with a metallic connector 
shell, the test point (contact discharges) shall only be ap-
plied to the metallic shell of the connectors; 

- those points and surface of equipement which are no 
longer accessible after fixed installation or after following 
the instructions for use; 

- contacts within a non- conductive connector and 
which are accessible shall be tested by the air- discharge 
test only. In this case is used the rounded tip finger on the 
ESD generator. 

The test results obtained by the two electronic devices 
are shown in Table III for the Internet connection stick 
and in Table IV for the memory stick.   

“Good” means behavior so that the EUT behaved 
normal performance within limits specified by the 
manufacturer.    

C. Analysis of the results obtained 
By analyzing the results presented in Table III and Ta-

ble IV, we can conclude that the wireless Internet connec-
tion stick tested behaved well for each ESD level, for 
both air and direct contact discharge. After testing with 
15 kV voltage air discharge, we observed the occurrence 
of discharges in the form of light luminescent effluvia. 

Regarding the memory stick type ADATA 8GB, we 
observed that for an ESD voltage of 2kV, 4 kV and 8 kV 
it behaved well, as there were no operational problems. 
At the ESD air discharge tests, at a voltage of 15 kV, we 
observed perturbations in operation, namely after charg-
ing with positive polarity, a blockage occurred in opera-
tion and after charging with negative polarity, a reset oc-
curred in operation. 

It is important to remember is that electrostatic dis-
charges did not lead to destroying the equipment tested. 

V. CONCLUSIONS 
The development of light industry for the large scale 

manufacture of synthetic fibers and clothes made of syn-
thetic fibers correlated with the technological advances in 
IT (computers, laptop, mobile phones and other electronic 
devices, etc.) has led to an increased importance of study-
ing electrostatic discharges and immunity tests of elec-
tronic equipment on ESD. 

 Therefore, between a human, possible to load electro-
static voltages of 10-15kV ordinal, and an electronic de-
vice (computer, laptop, memory stick, etc.), system con-
nected to the grounding, an electrostatic discharge can 
occur as a result of electric charging (electrification) the 
person wearing clothes made of synthetic fibers, due to 
friction with the air. 

ESD can cause distortions in the operation of various 
electronic equipment or even their destruction. 

ESD tests can be performed in specialized laboratories 
certified for this purpose, or on site. 

In this paper, we subjected to ESD a memory stick and 
a wireless internet connection stick.  

The tests were conducted with special equipment 
(power source, test gun) found at ICMET Craiova and in 
normal environmental conditions. 

By analyzing the test results determining the degree of 
ESD immunity of the equipment tested, we observed that 
the wireless Internet connection stick behaved well, as 
there were no problems in operation and in the case of the 
memory stick, we reported loss in performance at a volt-
age of 15kV, namely blockage of operation after testing 
with positive polarity and a resetting of its operation after 
testing with negative polarity. 

Following these tests, as a conclusion, it is worth not-
ing that the electrostatic discharges did not lead to the 
destruction of the equipment tested, as they behaved well 
in this regard. 

The results of these experimental tests have highlight-
ed the importance and necessity of establishing ESD im-
munity of electronic equipment which may be subjected, 
incidentally, to human-type ESD. 
 

 
TABLE III.  

TEST RESULTS  FOR  INTERNET CONNECTION STICK   
 

Contact discharge Air discharge 

Level Test voltage  

kV 

Performance Level Test voltage  

kV 

Performance 

1 2 good 1 2 good 

2 4 good 2 4 good 

3 6 good 3 8 good 

4 8 good 4 15 good – small glow 
discharge 
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TABLE IV.  

TEST  RESULTS FOR  MEMORY STICK 
 

Contact discharge Air discharge 

Level Test voltage  

kV 

Performance Level Test voltage  

kV 

Performance 

1 2 good 1 2 good 

2 4 good 2 4 good 

3 6 good 3 8 good 

4 8 good 4 15 a) positive electrode- temporary loss 
of function (the correction of which 

requires operator intervention) 
b)  negative electrode – temporary 
loss of function (reset the system) 
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Abstract - This paper presents the algorithm and the main 
features of a Matlab (R2014a)-based software conceived by 
the authors for analysis of the asymmetrical operation of the 
three-phase distribution networks. The software’s algorithm 
is based on an iterative procedure of Newton-Raphson type. 
This algorithm is independently applied on three equivalent 
sequence networks and includes an equivalent model for the 
unbalanced loads supplied from the analysed distribution 
grid. In order to outline the capabilities of this software tool 
named PFASYM and illustrate the key concepts a compre-
hensive case study was considered. This one summarizes the 
results of a three-phase load flow analysis performed for a 
real representative 110/20 kV distribution network supply-
ing industrial unbalanced loads. The PFASYM’s results are 
validated by comparison with those generated by a proprie-
tary software package. The analysis methodology used in 
this illustrative case study and the results generated for dif-
ferent grid configurations could assist the grid operator in 
conducting the power flow studies of operational areas of 
interest. This work is part of an overall energy systems 
modelling and analysis project developed by the authors, in 
collaboration with the local power distribution operator. 
This one has as objective to facilitate the understanding of 
the power flow concepts for the present distribution net-
works operating in asymmetry conditions and to assist the 
grid operator in applying optimal mitigation measures. 

Keywords: symmetrical components; three-phase load flow; 
unbalanced load; asymmetry factor. 

I. INTRODUCTION 
The purpose of the three-phase analysis is to give the 

proper information required by the control and planning 
activities of the present power networks, whose operation 
is strongly affected by electromagnetic perturbations am-
plified by the extending renewable generation units. 
Therefore, the power networks’ operators are nowadays 
constrained to highly consider not only safety, continuity 
or economic issues in their activity and in relation with 
customers, but also the power quality.  

The large number of single phase loads connected in 
the distribution network, as well as the very numerous 
variable speed drives in industry, cause the unbalance in 
the line voltages at terminals in the absence of a proper 
line voltage regulation. Since the asymmetry of the line 
voltages causes poor performance of the three-phase loads 
and an unbalanced real and reactive power demand, the 
evaluation of the asymmetrical operation of the power 

grids, location of the asymmetry sources  and evaluation 
and mitigation of their effects became an essential concern 
for the power grids’ operators.  

Based on these facts, a proper adjusted analysis should 
be performed in order to take into consideration the differ-
ences between phase values for the networks operating in 
asymmetrical conditions and/or supplying unbalanced 
loads.  

So that, this task might be ensured by applying different 
analysis algorithms, described usually with phase compo-
nents or associated to other different types of components. 
Tars, El-Abiad, Birt and Graffy have investigated the 
three-phase load flow since 1970’ [1], being followed by 
Arrilaga and Harker [2]. There were also registered prob-
abilistic approaches [3]. But no matter the state values 
representation, their non-linear dependency asks for itera-
tive type algorithm – e.g. Gauss-Seidel, Newton-Raphson 
and others, whose application should take into account the 
different behavior and values between the phases of the 
unbalanced networks [4, 5, 6, 7]. 

The principle was applied and further developed by the 
authors for a three-phase load flow model, which became 
the core of a Matlab (R2014a)-based power system 
analysis and simulation tool, an in-house developed soft-
ware named PFASYM [8].   

II. PARTICULARITIES OF THE LOAD FLOW ALGORITHM FOR 
THREE-PHASE ANALYSIS OF POWER GRIDS 

The principle of the power flow algorithms for analysis 
of unbalanced networks - PFASYM is mainly similar to 
those applied for one-phase approach. There are some 
differences required by the new level of information [5, 
8].  
a. The conventional PV or PQ-buses with symmetrical 
loads are counted further on up or down. The last indexes 
are assigned to the buses with unbalanced loads.  
b. Power mismatches of the network buses P, Q are 
defined similarly to the symmetrical conventional case, 
since the nodal admittance matrix includes components 
describing all three phase and couplings between them, in 
phase terms or symmetrical components.  
c. The output results contain three-phase information. 
d. The voltage-controlled (generator) bus model has cer-
tain particularities describe as following. 
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The generator bus model includes three bus types, as in 
Fig.1 [1, 8]: 

i. INT bus – PV type: it is an internal bus where the 
machine’s total power (PA+PB+PC) is injected and repre-
sents the induced internal voltage; 

ii. BG bus – PQ type: it represents the terminal of 
the generator; 

iii. P bus (optional) – PQ type: the high voltage bus 
at which the power transmission system is connected; it is 
approached as a usual PQ bus. 

For those generators located in the slack buses the A-
phase voltage of the BG-bus is constant and assumed as 
reference for phase of other buses’ voltages. 

If the algorithm is written in terms of symmetrical 
components, there are some additional particularities aim-
ing to simplify the computing process, given as in Table I. 

  
 
 
 
 

 
 
 

Fig. 1. Generator model for three-phase load flow analysis. 

TABLE I.                                                                         
CHARACTERISTICS OF THE GENERATOR BUS MODEL 

                                       

Algorithm 
type 

Buses of 
generator

model 

Characteristic 
equations State values 

INT 

- Voltage at regula-
tor terminals Ereg 
- Active power of 
generators, Pg 

A-phase voltage - 
A
INTE   

BG
- Phase bus powers 
(Pa, Pb, Pc, Qa, Qb,
Qc)

C
BG

B
BG

A
BG UUU ,,  

Three-phase 
representa-

tion 

P
- Phase bus powers 
(Pa, Pb, Pc, Qa, Qb,
Qc)

C
P

B
P

A
P UUU ,,  

INT 

- Bus voltage 
phasor  
- Bus active powers 

 

- Argument of 
positive sequence 
voltage -   INT

- Positive sequence 
reactive power - Q+ 

Symmetrical 
components 
(+, -, 0) 

BG
- Bus complex 
power S in se-
quence circuits 

0,, BGBGBG UUU  

 
The equations describing the unbalanced operation of 

the power networks are: 
- The power balance equations for phase circuits or 
equivalent sequence components circuits; 
- The slack bus voltage; 
- The complex power balance for all the network’s buses. 

The output data of the analysis are: 
- The phase or symmetrical components of the voltages in 
the network’s buses; 
- The phase or phase or symmetrical components of the 
currents in the network’s buses; 
- The phase or phase or symmetrical components of the 

powers in the slack buses. 

III. THE LOAD FLOW SOLUTION INDEPENDENTLY APPLIED 
ON THE EQUIVALENT SEQUENCE CIRCUITS OF THE 

ASYMMETRICAL POWER GRIDS 
The significant advantages of the symmetrical compo-

nents justify the frequent utilization of the load flow 
problem decomposition into three subsequent problems. 
These ones correspond to the positive, negative and zero 
sequence equivalent circuits, with a reduced mutual cou-
pling between them [6].  

The symmetrical components solution for the three-
phase load flow has proven good performances meaning 
a low computing time, low computer storage require-
ments, stable convergence no matter the asymmetry level, 
as well as the validation for the mono-phase representa-
tion of the correspondent symmetrical network. 

The differences between the one-phase load flow prob-
lem and the three-phase case refer to: 

- the size of the bus admittance matrix; 
- the number and type of variable; 
- the value field of input data for the positive sequence 

equivalent circuit;  
- the dependence of the bus voltages in each sequence 

circuit on all the symmetrical components of the bus volt-
ages resulted in the previous iteration. 
 In addition a model of the unbalanced loads was pro-
posed and further integrated in the three-phase load flow, 
allowing running independently the solution on the three 
sequence circuits of the studied network [9]. 

A. The Bus Types 
The three-phase load-flow problem describes the static 

unbalanced operating conditions of a power system with 
respect to power and/or voltage constraints in the network 
buses. Generally, the buses are classified as in the con-
ventional symmetrical cases, as slack/swing buses, PV 
buses, and PQ buses.   

It should be specified that a INT-type bus will be in-
troduced for each generator, to the back of its equivalent 
internal impedance, as in Fig. 1. Since the internal phase 
voltages are symmetrical, these buses will not be con-
tained obviously in the negative and zero sequence 
equivalent circuits of the network. 

The unbalanced loads will be introduced as PQ buses 
with non-zero power consumptions only in the positive 
equivalent circuit. The negative and zero sequence cir-
cuits will be connected precisely in these buses through 
the equivalent phase-to-phase impedance Ym, which de-
scribes the unbalance of the load accordingly to the 
model given in the following section.  

Details of the bus classification are given in Table II.  

TABLE II.                                                                                               
BUS DETAILS FOR THE THREE-PHASE LOAD FLOW PROBLEM 

Number of buses 
Bus type Positive se-

quence 
Negative se-

quence 
Zero se-
quence 

PQ or Load Bus Nl+Nu+Ng+Nsl

Generator Bus (PV  
INT) Ng

Nl+Nu+Ng+Nsl
 Max 

Nl+Nu+Ng+
Nsl
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Number of buses 
Bus type Positive se-

quence 
Negative se-

quence 
Zero se-
quence 

PQ or Load Bus Nl+Nu+Ng+Nsl

Slack Bus (INT) Nsl (min 1)

TOTAL N+ N- N0

TABLE II.   (CONTINUATION)                                                                                                                            

with notations: 
N+ = Nl + Nu + 2Ng + 2Nsl – the total bus number of 

the positive sequence circuit of the studied network; 
N- = Nl + Nu + Ng + Nsl – the total bus number of the 

negative sequence circuit; 
N0 Nl + Nu + Ng + Nsl - the total bus number of the 

zero sequence equivalent circuit and depends on the con-
figuration type of the power transformers; 

Nsl – the number of the slack buses; 
Ng – the number of the generator INT buses; 
Nl – the number of the buses with symmetrical loads; 
Nu – the number of the buses with unbalanced loads. 

B. The Equivalent Phase-to-phase Admittance Model of 
the Unbalanced Loads 

The model used for the unbalanced loads in the load 
flow problem is given in Fig. 2. Basically this one 
includes two equivalent loads: a three-phase perfectly 
balanced load model (three phase admittances equal to 
Ye) and a phase-to-phase model (an admittance connected 
between two phases of the network, Ym), which takes over 
the level of the load unbalance [9, 10]. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. The unbalanced load model: a. three-phase representation of the 

load; b. equivalent phase-to-phase admittance load model. 

There is a correspondence between the two load repre-
sentations, with matriceal terms defined by the connec-
tion type: 

[In] = [Yn,unb][Un] = [Yn,eqv][Un]       (1) 

with: 
[In], [Un] – the column vector of the currents, respectively 
voltages at the model terminal buses; 
[Yn,unb] – the bus admittance matrix of the unbalanced 
load; 
[Yn,eqv] – the bus admittance matrix of the equivalent 
phase-to-phase admittance unbalanced load model. 

For the symmetrical component representation, the 
correspondent circuit (see Fig. 3) and equations are given 
as following: 

 [Isim] = [Ysim][Usim]  (2) 

with: 
[Isim], [Usim] – the column vector of the symmetrical com-
ponents of the currents, respectively voltages of the 
equivalent load model; 
[Ysim] – the sequence admittance matrix of the equivalent 
unbalanced load model. 

 

 

 

 

 

 

 

 
Fig. 3. Sequence circuits connection for the equivalent phase-to-phase 

admittance load model. 

C. The Bus Admittance Matrix 
A bus admittance matrix can be computed for each se-

quence network as following: 
i. The sequence admittances of the network compo-

nents are determined. 
ii. The bus admittance submatrices of each network’s 

sequence circuit are determined according to the physical 
links between the network components. 

iii. The resulting parameters will be organized accord-
ing to the nature and position of the symmetrical compo-
nents into the global symmetrical components admittance 
matrix. 

YYY
YYY
YYY

Y
0

0

0000

sim         (3) 

where Yij are the symmetrical components admittance 
submatrices, with i, j = 0, +, - denoting the index of the 
symmetrical component. 

The resulting bus admittance matrix has some features 
that should be taken into account:  

- the off diagonal submatrices (describing the mutual 
connection between the sequence circuits) are generally 
empty; 

 - its parameters are non-zero only for the buses with 
unbalanced loads (e.g. [Y+-], [Y-+] of the model described 
in the previous section), as well as those at the ends of 
asymmetrical transmission lines. 

D. The Load Flow Algorithm Equations 
A rough outline of solution of the power-flow problem 

supposes firstly to make an initial guess of all unknown 
bus voltage magnitudes and angles [8].  

The initial bus voltages for the sequence circuits of the 
analyzed network )0()0(

2
)0(

1
)0( ... s

N
sss UUUU  are com-

monly chosen as: 

NNNNk
NkU

U
ccg

gsp
k ,1,,...,101

,...,10
0

0
)0(  (4) 
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         0)0(0)0( 00, kk UU      (4’) 

where s denotes the index of the symmetrical components 
0, +, -; 
Usp – the specified initial value of the bus voltage. 

The former experience has proven that such a choice is 
still undesirable, since the solution does not reach the 
convergence for some operational conditions. Instead of 
this, the results of load flow in the balanced network can 
be used as input data in the positive sequence circuit.  

Further the powers’ balances for the network phases 
and sequences are solved using the most recent iteration 
values of voltage angles and magnitudes, as in further 
equations: 

kk
C
k

B
k

A
kconskgkk jQPSSSSSS ,,  (5) 

                  (5’) CBACBA
kkkkkkkk QQQQPPPP ;

 _*_**003 kkkkkkk IUIUIUS   (6) 

where Sk,g, Sk,cons are the complex generated/consumed 
power in k-th bus and the symmetrical components of 
voltage given by (7) for the successive iterations: 

0000000 UYUYIUY   (7) 

UYUYIUY 00    (8) 

UYUYIUY 00    (9) 

Taking into consideration their physical significance 
and weights by comparison with the other symmetrical 
components, the positive sequence values given by (8) 
will be considered as reference for developing the load 
flow solution.  

The solution of the previous equation system associ-
ated to the load flow problem is reached by applying an 
iterative procedure to (8), (9) and (7), with respect to this 
order. For the positive sequence circuit, the iterated bus 
powers are given by (10): 

***00
,,

**

1

3
1

0

1 1

00

kkkkconskgk

N

n
nknkk

IUIUSS

UYUYUUYUS
N

n

N

n
nknnknk

(10) 

E. The Load Flow Algorithm Steps 
The load flow study involves the following steps: 
1. The state values of the positive sequence circuit are 

iteratively calculated according to a Newton-Raphson 
algorithm [2, 8], described by (11): 

iiii PJJ
iiii QUJJ 43

21    (11) 

with: 
J1, J2, J3, J4 – the Jacobian term at the i-th iteration; 

U,  – the magnitude, respectively phase of the bus 
voltages at the i-th iteration; 

P, Q – the bus power mismatches at the i-th iteration. 
2. The power mismatches having the initial values set 

according to (10) are given in Table III, while the Jaco-
bian components are summarized in Table IV. 

TABLE III.                                                                                              
BUS POWER MISMATCHES 
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type 
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TABLE IV.                                                                                              
THE JACOBIAN OF THE POSITIVE SEQUENCE CIRCUIT 

Bus
ID Jacobian Component 
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3. The Jacobian system (11) is iteratively solved and 
the voltage values in the buses of the positive sequence 
circuit are updated, resulting the components U+(i+1) and 

+(i+1) of the voltages’ vector at the i+1-th iteration. 
4. The negative and zero sequence bus currents are 

consequently updated, as in (20): 

1
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with: 
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of the bus phase voltages for the i+1-th iteration. 

5. The reactive powers of the voltage-controlled buses 
in the positive sequence circuit )1(i

kQ are iteratively 
calculated, as well as the associated injected powers: 

. If the resulting values exceed their 
limits QMAX or QMIN for any iteration, then the PV-type 
bus is changed as a PQ-type one, with the value of Qk,g set 
to its limit. 

consk
i

k
i
gk QQQ ,

)1()1(
,

6. The negative and zero sequence bus voltages are up-
dated at the i+1-th iteration: 

)(0)1(0)1(0100)1(0 iiii
UYUYIYU (21) 

)1()1(0)1(0100)1(0 iiii
UYUYIYU (22)  

7. The problem converges to a valid solution in the 
positive sequence circuit at once the mismatch condition 
is fulfilled ( P+, Q+  ) or the rate of convergence is 
exceeded. 

8. Once the load flow solution was obtained, the active 
and reactive powers of the slack buses are determined, as 
well as the phase bus currents and the current and power 
flows along the network’s branches. 

The solution of the three-phase load flow problem can 
be written as in Table V. 

 TABLE V.                                                                                                                       
THREE-PHASE LOAD FLOW SOLUTION DISPLAY 

       

Voltage Current Power Bus
ID U+,-,0 UA,B,C I+,-,0 IA,B,C P+,-,0 Q+,-,0 S+,-,0 SA,B,C

The three-phase load flow method is based on a double 
iterative algorithm: one is related to the powers of the 
positive sequence circuit buses; the second one is related 
to the state values and currents in the buses of the nega-
tive and zero sequence circuits. 

IV. SUBROUTINES OF THE THREE-PHASE LOAD FLOW 
PROGRAM 

The three-phase load flow algorithm makes the core of 
the MATLAB-based software analysis tool PFASYM.  

Though PFASYM does not have any GUI, it has some 
other certain advantages such as an information query 
system designed to access load flow parameters and other 
electrical system information, integrated unbalanced 

three-phase load flow. The simulation results can be ob-
tained as static reports (text output), as well as plots 
(graphical output). 

The reason behin

loads’ models and a robust and efficient algorithm to solve 

d developing this computational tool 
wi

-
sig

TABLE VI.                                                                                              
COMPONENTS OF P

Subroutine Description 

th MATLAB programming environment is the easiness 
of matrix-oriented programming, attractive graphical ca-
pabilities and the integration with MATLAB Simulink.  

PFASYM contains 12 subroutines [8]. These are de
ned to compute the network parameters for the se-

quence circuits of the network, as well as the bus and 
branch state values describing the asymmetrical opera-
tion: voltages, currents and powers on phases and se-
quence circuits, as well as the voltage asymmetry factors. 

The PFASYM subroutines are described in Table VI. 

FASYM LOAD FLOW PROGRAM  

PA Reads and validates the input network branch RIN.mat parameters 

TRANSFORM.m 
Computes the sequence parameters and the 
primitive matrix for the network’s power 

transformers 

LINE.m  
Computes the sequence parameters and the 

primitive matrix for the network’s symmetri-
cal (Linsim) and asymmetrical lines (Linnes) 

SHUNTS.m Computes the sequence admittance matrix for 
the network’s reactive shunt components 

CONDEZ.m 
 

Computes the admittance matrix of the cou-
pled sequence networks in buses with unbal-

anced loads 

YNODSECV.mat 
Computes and stores the bus sequence subma-

trices YPP, YNN, YZZ, YPN, YNP, YPZ, 
YZP, YNZ, YZN with sparsity technique

INVYNZ.m 
C  omputes the inverse bus admittance matrices

for the negative and zero sequence circuits 
ZNN, ZZZ 

MSTIN.mat Reads and validates input bus data 

CSPOZ.m 
Com e-putes the Jacobian for the positive s
quence circuit, as well as the correspondent 

iteration values 
Computes the present  iteration negative and 
zero components of bus voltages and currents MSTNZ.m 

FINAL.m 
Validates the solution convergence and com-
putes the phase bus and branch values, as well 

as asymmetry factors 
EDIT.mat Writes the output data 

V. SIMULATION RESULTS 
In ord PFASYM soft-

w

 kV distribution network 
gi

er to outline the capabilities of 
are an asymmetrical electric utility system is considered 

in order to validate a power flow case study suitable for 
simulating and evaluating alternative scenarios for the 
system’s phases loading [11].  

The selection of a local 110
ven in Fig. 4 has taken into consideration two criteria: 

(1) the technical complexity of the network configuration, 
which allowed all major concepts pertaining to power 
flow studies to be addressed; (2) the proximity of the 
network position to our research center, which facilitated 
site visits and access to data. 
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Fig. 4. The test network configuration.  

The network includes 12 buses and 9 lines, with branch 
data given in Table VII. 

TABLE VII.                                                                                                         
BRANCH DATA OF THE TEST NETWORK 

              

Branch

From  To  
R ( X ( Y (mS)

#1 #2 0.7336 1.5298 0.0711 

#1 #12 0.8263 1.7231 0.0820 

#2 #4 0.9885 2.0612 0.0960 

#4 #6 0.9885 2.0612 0.0960 

#6 #9 0.1421 0.2963 0.0129 

#7 #8 0.1421 0.2963 0.0129 

#7 #12 3.1044 6.4736 0.3014 

#8 #11 0.8263 1.7231 0.0800 

#11 #10 4.2241 8.0860 0.4103 

TABLE VIII.                                                                                           
BUS DATA OF THE TEST NETWORK 

                                

Bus ID P (MW) Q (MVAr)

#1 3.464 1.679 

#2 0.000 0.000 

#3 2.176 0.966 

#4 5.887 1.642 

#5 6.001 1.833 

#6 3.615 1.201 

#7 0.000 0.000 

#8 22.498 12.231 

#9 14.400 6.900 

#10 3.226 0.803 

#11 3.087 0.799 

Three buses are connecting points for railway traction 
substations (#1, #10, #11) for which an asymmetry higher 
than 2.5% was registered. The bus input data are 

measurements of the local distribution operator, given in 
Table VIII. For this purpose, the following six study 
cases are considered: 

Case I. The network described by the previous infor-
mation in accordance with the real field data is studied. 
This case configuration includes 3 buses (#1, #10, #11) 
with unbalanced loads and is considered as reference 
(named here initial configuration) for the following ones. 
By running PFASYM for this case, the simulation results 
are given in Table IX.

Case II. The load in bus #10 is replaced by a balanced 
one in the initial configuration, with results given in Ta-
ble X.

Case III. The load in bus #1 is replaced by a balanced 
one in the initial configuration, with results given in Ta-
ble XI. 

Case IV. The load in bus #1 is added to one in #2 in the 
initial configuration, with results given in Table XII. 

Case V. The load value in bus #1 is added to one in #6 
in the initial configuration, with results given in Table 
XIII. 

Case VI. The asymmetry of the load in bus #1 is dou-
bled in the initial configuration, with results given in Ta-
ble XIV. 

TABLE IX.                                                                                              
BUS RESULTS FOR THE INITIAL CONFIGURATION (CASE I)  

PA QA PB QB PC OCBus
ID (MW) (MAVr) (MW) (MAVr) (MW) (MAVr) 

#1 1.223 1.823 2.215 0.157 0.000 0.000 

#2 0.000 0.000 0.000 0.000 0.000 0.000 

#3 0.724 0.326 0.704 0.304 0.710 0.320 

#4 2.543 0.509 1.906 0.550 1.945 0.550 

#5 1.968 0.580 1.867 0.578 2.010 0.628 

#6 1.128 0.405 1.178 0.400 1.223 0.365 

#7 0.000 0.000 0.000 0.000 0.000 0.000 

#8 7.635 4.736 7.347 4.612 7.730 4.007 

#9 4.662 2.234 4.679 2.242 4.681 2.243 

#10 1.950 0.447 0.000 0.000 1.166 1.258 

#11 2.068 1.895 0.556 0.582 0.626 0.523 

 Pgen (MW) 250.783 Qgen (MVAr) 211.541 

TABLE X.                                                                                               
BUS RESULTS FOR CASE II 

PA QA PB QB PC OCBus
ID (MW) (MAVr) (MW) (MAVr) (MW) (MAVr) 

#1 1.223 1.823 2.2150 0.1570 0.000 0.0000 

#2 0.000 0.0000 0.0000 0.0000 0.000 0.0000 

#3 0.724 0.3260 0.7040 0.3040 0.710 0.3200 

#4 2.543 0.5090 1.9060 0.5500 1.945 0.5500 

#5 1.968 0.5800 1.8670 0.5780 2.010 0.6280 

#6 1.128 0.4050 1.1780 0.4000 1.223 0.3650 
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PA QA PB QB PC OC Bus
ID (MW) (MAVr) (MW) (MAVr) (MW) (MAVr) 

#7 0.000 0.0000 0.0000 0.0000 0.000 0.0000 

#8 7.635 4.7360 7.3470 4.6120 7.730 4.0070 

#9 4.662 2.2340 4.6790 2.2420 4.681 2.2430 

#10 1.950 0.4470 1.9770 0.4540 1.981 0.4550 

#11 2.068 1.8950 0.5560 0.5810 0.626 0.5250 

 Pgen (MW) 253.552 Qgen (MVAr) 209.355 

TABLE X.   (Continuation) 

In the Case II, the system phase loading determines a slight 
change repartition of the powers in the vicinity bus #11. It also 
minimally discharges the injection sources of reactive power. 

TABLE XI.                                                                                                                  
BUS RESULTS FOR CASE  III  

            

PA QA PB QB PC OCBus
ID (MW) (MAVr) (MW) (MAVr) (MW) (MAVr) 

#1 1.223 1.823 1.224 1.823 1.224 1.822 

#2 0.000 0.000 0.000 0.000 0.000 0.000 

#3 0.724 0.326 0.704 0.304 0.710 0.320 

#4 2.423 0.518 2.006 0.545 2.045 0.545 

#5 1.968 0.580 1.864 0.578 2.006 0.627 

#6 1.128 0.405 1.178 0.400 1.220 0.465 

#7 0.000 0.000 0.000 0.000 0.000 0.000 

#8 7.635 4.736 7.347 4.612 7.730 4.007 

#9 4.662 2.234 4.673 2.239 4.672 2.238 

#10 1.950 0.447 0.000 0.000 1.166 1.258 

#11 2.068 1.895 0.556 0.582 0.626 0.523 

 Pgen (MW) 250.985 Qgen (MVAr) 215.347 

TABLE XII.                                                                                       
BUS RESULTS FOR CASE  IV  

                                       

PA QA PB QB PC OCBus
ID (MW) (MAVr) (MW) (MAVr) (MW) (MAVr) 

#1 1.222 1.819 2.214 0.157 0.000 0.000 

#2 1.213 1.805 2.200 0.156 0.000 0.000 

#3 0.722 0.325 0.703 0.303 0.710 0.320 

#4 1.912 0.507 1.903 0.549 1.907 0.551 

#5 1.965 0.578 1.864 0.577 2.010 0.628 

#6 1.127 0.405 1.170 0.399 1.223 0.365 

#7 0.000 0.000 0.000 0.000 0.000 0.000 

#8 7.635 4.736 7.256 4.555 7.683 3.983 

#9 4.655 2.230 4.672 2.239 4.682 2.243 

#10 1.950 0.447 0.000 0.000 1.955 1.254 

#11 2.057 1.934 0.556 0.592 0.626 0.534 

 Pgen (MW) 259.932 Qgen (MVAr) 215.9640 

In the Case III, a balanced repartition of the phase 
loads has a minimal influence over the vicinity load buses 
#4, #6 and leads to a higher network injection, which 
seems to be influenced by the low overall load on the B-
phase. 

TABLE XIII.                                                                                            
BUS RESULTS FOR CASE V  

PA QA PB QB PC OCBus
ID (MW) (MAVr) (MW) (MAVr) (MW) (MAVr) 

#1 1.220 1.823 2.215 0.157 0.000 0.000 

#2 0.000 0.000 0.000 0.000 0.000 0.000 

#3 0.722 0.325 0.703 0.303 0.710 0.320 

#4 1.906 0.506 1.902 0.549 1.907 0.551 

#5 1.959 0.570 1.862 0.577 2.010 0.628 

#6 2.831 2.170 3.335 0.245 1.223 0.365 

#7 0.000 0.000 0.000 0.000 0.000 0.000 

#8 7.635 4.730 7.256 4.555 7.683 3.983 

#9 4.628 2.210 4.663 2.235 4.682 2.243 

#10 1.950 0.440 0.000 0.001 1.166 1.258 

#11 2.068 1.895 0.568 0.595 0.626 0.523 

 Pgen (MW) 260.381 Qgen (MVAr) 216.005 

For the Cases IV, V, the aggravation of the overall 
asymmetry following the increase of the loads unbalance 
leads to a higher network injection up to 3% compared to 
the initial case.  

TABLE XIV.                                                                                            
BUS RESULTS FOR CASE VI  

PA QA PB QB PC OCBus
ID (MW) (MAVr) (MW) (MAVr) (MW) (MAVr) 

#1 2.444 3.638 4.427 0.314 0.000 0.000 

#2 0.000 0.000 0.000 0.000 0.000 0.000 

#3 0.723 0.325 0.704 0.304 0.710 0.320 

#4 1.910 0.508 1.905 0.550 1.945 0.550 

#5 1.969 0.579 1.865 0.578 2.010 0.628 

#6 1.129 0.405 1.177 0.400 1.223 0.365 

#7 0.000 0.000 0.000 0.000 0.000 0.000 

#8 7.635 4.736 7.347 4.612 7.730 4.007 

#9 4.663 2.235 4.679 2.240 4.681 2.243 

#10 1.950 0.447 0.000 0.000 1.166 1.258 

#11 2.068 1.895 0.556 0.582 0.626 0.534 

 Pgen (MW) 254.206 Qgen (MVAr) 213.241 

In the Case VI, the active power injection in the net-
work has a lower increase by comparison with the two 
previous cases (  1.3% compared to the initial case).  

Based on the results given in Table IX…XIV, the voltage 
asymmetry factors are given in Fig. 5, Fig. 6 and Fig. 7. 
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Fig. 5. Voltage asymmetry factors for Cases I…IV. 

 

 

 

 

 

 

 

 

 

Fig. 6. Voltage asymmetry factors for Cases IV vs. Case V. 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Voltage asymmetry factors for Case I vs. Case VI. 

The validation of the PFASYM results was made by 
running the load flow program of ETAP 14.1.0 [12].  

For the studied network, the PFASYM load flow solu-
tion exhibited a maximum deviation of 3.184% (in bus # 
1) from the results generated by ETAP program. 
 

VI. CONCLUSIONS 
This paper presents a novel load flow method adjusted 

to the particularities of the real power distribution net-
work operating in unbalanced conditions. The method’s 
algorithm was developed using a Newton-Raphson solu-
tion in the equivalent positive sequence circuit. The nega-
tive and zero sequence components are independently 
determined as a function of the positive sequence compo-
nents. For the unbalanced loads supplied by the network a 
particular model is used. This one includes an equivalent 
phase-to-phase load connected between of the negative 
and positive sequence circuits. This approach leads to a 
lower convergence rate. Here are also summarized the 

results of a load flow analysis performed with PFASYM 
program, the in-house Matlab-based software for three-
phase power system analysis. The program solves a sin-
gular power quality aspect, but it has the great advantage 
of a low cost/ no cost for the owner of a Matlab license, 
by comparison with the commercial software packages. 
The analysis of data generated by PFASYM outlined that 
the load symmetrization in a bus with unbalanced load 
leads to decreasing of the voltage asymmetry in the buses 
of its vicinity, while the voltage asymmetry tends to in-
crease in those buses nearby those with unbalanced load. 
The longer is the distance between the highly unbalanced 
loads and the system injection bus, the higher is the volt-
age asymmetry. In some buses of the studied network the 
voltage asymmetries exceeds the standards limits [13, 
14]. The voltage asymmetry is high in the buses with 
unbalanced loads, but mostly in the bus placed centrally 
in the network configuration related to the three railway 
traction substations. The PFASYM results were validated 
by comparison with those of an ETAP load flow on the 
same network configuration. Though the convergence of 
solution was reached more rapidly (up to 5 iterations) in 
the case of the proprietary tool, the PFASYM’s results 
are similar, with an average error within 3.2% related to 
the ETAP ones. 
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Abstract - The modern world’s needs of  electric and electronic 
devices and systems lead to a continuously electromagnetic 
interferences growing in ways that were hard to predict few 
decades ago, a serious reason to consider the electromagnetic 
compatibility  (EMC) regulations a top priority for the 
developers and the end-users as well. An important segment of 
these products is represented by integrated systems, and not 
only the large scale ones, as a natural consequence of the 
increased equipments interoperability and versatility. The 
integrated systems developers are facing many issues 
regarding EMC products compliance, although the individual 
components of their systems are fully or partially compliant 
with the EMC standards and regulations. Practical solution to 
identify and solve these problems consists in preliminary pre-
compliance tests deployed in specialized EMC laboratories. 
Unlike the classic EMC tests, the specialized pre-compliance 
probes enable the developers to improve their products, 
according to the provided feedback, and to minimize their 
efforts to reach that goal. Our specialized EMC laboratory has 
been involved in many testing and evaluation projects for 
different types of electric and electronic systems compliance 
characterization. The authors participated in experimentation 
activities as well as software simulation sfor EMI protection 
solutions design and realization. The accumlated experience 
allow us to investigate the associated phenomena related to 
EMC problems and to find solutions for these inconveniences 
 
Keywords: EMC, compliance, Electromagnetic compatibility, 
EMI, shielding 
 

I. INTRODUCTION 
 

The electric and electronic systems developers meet 
many challenges regarding their final products EMC 
compliance. Most of the EMI/EMC issues are a natural 
consequence of their functionality, caused by electric 
currents and voltage drops specific to all modern electric 
system [1]. Even, most of these problems are solved during 
the initial development phase, starting with the lowest 
design levels, there are many cases when a system 
integrator has very low control of these effects, and tries to 
get more information for a specialized EMC laboratory [10] 
in order to identify and to implement adequate measures. 
Our paper presents a general guidance for this process, 

taking into account the accumulated experience in this field 
by participating in national research programs. 
 

II. THEORETICAL BACKGROUND 
 

    The main idea behind all EMI/EMC protection solutions 
is based on electromagnetic field attenuation and currents 
filtering [5], [9] solutions implementation in order to 
provide a proper environment for equipments correct 
functionality. 
    These solutions can be evaluated by specific tehcnical 
parameters which are directly dependent on materials type 
and geometry, constructive solutions and medium 
properties.  

The shielding effectiveness, noted SE, is one of the most 
important parameter [1], [6], [7], [8] for the characterization 
of an electromagnetic screen and is defined as the report 
between the field’s intensity (electric or magnetic) 
measured without screen Es and with screen E0. 

 

dB
E
ESE s

0
10log20            (1) 

or          
t

i

P
PSE 10log10                 (2) 

A screen action on the electric or magnetic field through 
the following mechanisms: 

 absorption (characterized by the factor of attenuation 
through absorption A), 

 reflection (characterized through the factor of 
attenuation through reflection R), 

 multiple scintillations (with significant effects in the 
thin screen’s case) (characterized through the factor of 
attenuation through scintillations Rr). 

Expressing the attenuations A, R and Rr in dB, it’s 
obtained, through their summarization, the (total) efficacy 
SE of the screen. 

rRRASE                (3) 
where: 
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R - through the factor of attenuation through reflection at 
the frontier surfaces,  

A - the factor of attenuation through absorption within the 
screen (the transformation of the electromagnetic energy in 
heat through the losses due to currents circulation through 
the screen), 

Rr - the factor of attenuation that considers the 
multiple scintillations in the inside of the screen. 

The efficacy of the screening depending on: 
 the perturbation source’s frequency 
 the material of the screen (generally: copper, iron, 
aluminium, silver) 

 the field’s type that must be attenuated (electric, 
magnetic, TEM) 

 the screen’s geometry (parallelepipedal, cylindrical, 
spherical, etc.) and thickness 

 the incidence angle of the field, etc. 
Each of the previously enlisted mechanisms actions in 

specific modes, that can be appreciated objectively through 
characteristic values. 

The absorption is characterized through the attenuation 
constant, a , specific for every material.  

A material with a attenuation constant a , of high value, 
has higher values for permeability and conductivity and 
implicitly has the attenuation factor A, high. It must be 
remarked that the attenuation of the material increases once 
with the increase of the work frequency. 
 

III. MULTIPLE-STEP APPROACH 
 

In some situations the end-users are able to conduct their 
own research activities in order to solve their EMC 
compliance problems, taking advantage of the existing 
specialized infrastructure and personnel or the financial 
support to conduct these activities “outside”. This approach 
offers the advantage of getting more knowledge in this field, 
having more economic and efficient solutions for similar 
cases with the risk of an initial major investment which may 
not be economically feasible for their long term projects.  
In this sense, we conducted a case study for informatics 
equipment trying to reduce its electromagnetic radiated 
emissions using simple solutions. 
 We choose a standard desktop computer as EUT 
(Equipment Under Test) including a central unit, mouse, 
keyboard and LCD display. We tested it according with 
MIL-STD 461F EMC standard, RE-102 probe [2]. The 
configuration setup is presented in figure 1. In figure 2 there 
are presented the radiated emissions of the EUT in the 30 
MHz – 1 GHz frequency band. 
 We tried to decrease the EUT emissions by usage of 
special ferrite across the external cables. The expected 
results were not very surprising, but it still proved that we 
can reduce some EM noise; even the solution is more used 
as an EMF protection than a reduction technique. 

 
Fig.1 RE-102 probe configuration setup 
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Fig.2 Initial EUT RE-102 test results 

 
 

 
Fig.3 Ferrite installed on USB cable 
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Fig.4 EUT  RE after ferrites installing 

 
In figures 5 and 6 there are presented the results obtained 

in third phase of our study. We shielded the interconnection 
cables using special metallic shielding tube. There are good 
results, but we still faced some EMF spikes over the limit. 

  

 
Fig.5 VGA shielded cable 
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Fig.6 EUT with shielded cables RE test results 

The final step consisted in usage of a special 
electromagnetic shielding system for EUT, which was 
developed in a previous research project. The EUT has been 
installed in this special system and tested according RE-
102. The special electromagnetic shielding system for EUT 
(SPE) is presented in figure 7. 
 The SPE design was created in accordance with 
informatics systems specific requirements for 
electromagnetic emissions reduction [4], [6] and product 
functionality assurance. In order to establish these 
requirements we conducted several EMI measurements for 
a representative set of informatics systems (classical 
architecture including central unit, display unit and standard 
peripherals). In figure 7 there is presented the central unit 
SPE component including attenuation system (shielded 
enclosure, shielded cables, EMI gaskets) and filtering 
equipments (power line filters, honeycomb vents). 
 

 
Fig.7 Special EM Protection System 

 
 In figure 8 there is presented the comparison between 
initial EUT and the special protection system EM 
emissions. 
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Fig.8 Initial EUT emissions vs SPE results 
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IV. PRE-COMPLIANCE EMC TESTS 
 

A modern specialized EMC testing and evaluation 
infrastructure must include measurement equipment and 
platforms that allow more data to be collected and to be 
analyzed in order to offer an “answer” for system developer. 
The advantage of this approach is the fact that the end-user 
can “find” in a more efficient and more economic way a 
solution to the EMC/EMI problems without investing time 
and personnel for it.  

The main purpose of the EMC pre-compliance testing is 
to find and to investigate the EMI sources that cause 
product incompliance. In order to achieve that, the first step 
consists in a general EUT standard evaluation followed by a 
data analysis and interpretation. The intermediary tests will 
focus on physical regions testing by using special antenna 
arrays or near field probes set. If there is a technical 
specification available, the provided feedback will be more 
consistent, testing engineers being able to indicate the 
accurate source of the problem and possible ways to 
counterattack the undesired effects [3]. 
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Fig. 9 Preliminary EUT evaluation (2 operational modes)  

 
     In the figure 9 there are presented the standard EUT first 
evaluation results, carried out in our specialized laboratory 
for an integrated command and control system, which 
consisted of a standard console (keyboard and joystick), 
display device, multisensory data interface device and an 
engine control device.  There were two operational modes 
tested (idle, maximum functionality) and at a first glance the 
product was far of being compliant with the EMC 
regulations specific to its working destination. 
      Using a near field probes set we conducted several 
measurements in the “hot” frequency band areas and we 
collected enough data for EMI source identification. We 
also made some suggestions for product EMI improvement, 
like cables shielding, connectors replacement, display 
protection, EMI gaskets usage and others. After all,  the 
provided feedback was useful and helpful for the developer 
because of the results obtained after several EMI 
shielding/filtering implementations, as it is shown in figure 
10. 
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Fig. 10 Final EUT evaluation   

 
V. CONCLUSIONS 

 
 The information technologies market is in a continuous 
evolution and change and there are many economical agents 
involved in many complex projects design and 
development. The EMC compliance problems must be 
threaten seriously, considering the risks involved regarding 
products safety and reliability, as well as human health and 
security.  Our presented cases show some possible 
approaches that can be taking into account by a system 
integrator/developer in a EMI/EMC improvement process. 
 Both presented solutions conducted the end-user to its 
goal but a preliminary analysis should be carried out before 
access one of them, considering the advantages and 
disadvantages related to economical, technical and quality 
aspects. 
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Abstract - Today, most of the human activities are 
computer-controlled with respect to equipments and 
platforms functionality, quality of the process and people 
and goods safety. Unlike the specialized platforms, where 
this feature is already implemented and developed 
according to the system architecture, in many other 
applications this function can be achieved by including a 
simple desktop or laptop and the specific software 
application in the platform original configuration. These 
applications can be also very sensitive, in terms of safety, 
quality and costs, so the whole controlling process must be 
accurate, stable and robust. One of the main problems that 
can occur and affect these systems workability is 
represented by electromagnetic interference (EMI) presence 
and the complementary issues, especially when the scenario 
takes place in a hard electromagnetic environment 
(industrial, military, IT&COM high-density areas etc.). 
There are some technical approaches to solve this 
inconvenience, but most are focused to adapt the current 
equipment configuration, which was intended to work in a 
specific environment and to provide specific features, to the 
new place working requirements. Our solution is to develop 
a self-independent EMI protection system that can be easily 
adapted to a large range of the IT&COM equipments in 
order to minimize costs, product performances distortion 
and overall time implementation. 
 
Keywords: EMC, shielding, Electromagnetic compatibility, 
EMI 
 

I. INTRODUCTION TO ELECTROMAGNETIC SHIELDING 
 

Electromagnetic shielding and filtering represent the 
most common solutions used for equipments EMI/EMF 
protection, consisting of special materials and devices 
integrated into the original system configuration, through 
different implementation methods. 

Electromagnetic shielding main application is to 
reduce the levels of electromagnetic fields radiated by the 
intrinsic equipment EMF sources or to protect [3] the 
equipment against external interferences in order to 
immunize it and provide a controlled EMF environment.  

The electromagnetic emissions of equipments represent 
a natural consequence of their operation, a phenomenon 
that can be reduced or amplified depending on many 
factors, often difficult to be estimated by electrical and 
electronic equipment manufacturers. 

The classical solution considered by most 
manufacturers of electromagnetic protected equipments / 
systems consists in the construction of new enclosures for  

 
equipments, use of shielded [1], [4], [6], [7], [8] cables, 
and external / internal power supply filtering circuits. 
Regardless of the implementation, in the absence of a 
specialized laboratory able to measure the quality of the 
solution used, it is difficult to quantify SE using only 
analytical calculation methods, since there are 
phenomena which can be difficult to predict, such as: 
 a. diffusion waves through the wall screen, 
 b. couplings by accessing screen conductors, 
 c.   the penetration aperture. 

Despite these drawbacks, analytical calculation may 
still be considered for a base estimation of the shielding 
performance specific to a particular solution.  
  In the case of high electric conductivity materials 
(which is the most common situation), the diffusion 
phenomenon hasn’t a significant weight when in the 
conductors are present couplings and / or penetration 
through the apertures. The exception is the region of low 
frequency and the magnetic field radiation. 
  Couplings by conductors who access the screen have a 
significant share in the total field radiated but are 
significantly less dependent on the design of shielding, 
but are influenced more by the embodiment of filtrations 
and joints bonding (welding ) of the  access points in the 
outer shielding cables. 

 
II. SHIELDING EFFECTIVENESS CALCULUS 

 
Regardless design and realization, the electromagnetic 

shielding solutions are measured by shielding 
effectiveness - SE (Shielding Effectiveness) parameter. 
Additionally it can be also considered other criteria for 
assessing the technical solution, namely ergonomics, 
reliability, modularity, implementation costs etc... 
 Furthermore, knowing the screening material, we can 
estimate the value of SE. In theory, if it’s considered a 
simplified case of a plane wave passing [2] through an 
infinitely long screen, then it is possible to define the 
following components of shielding effectiveness: 
absorption, reflection and multiple scintillations 
attenuation. 

In figure 1 there is represented the simplified model of 
electromagnetic shielding. As we mentioned above there 
are figured the main components of shielding with 
respect to the radiation source and material design and 
properties.  
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Fig.1 Microwave absorption [8] and EMI shielding behavior 

 
 If there is considered the case of plane wave radiated 
by a dipole or a winding looped at distance r, 
corresponding to far field condition ( 2r ), the 
sizes of shielding components (in dB) are respectively: 
 

dfdBA 34,3                     (1)                                                                   

fdBR 10log20168                (2)                                                           

AjAR
A

r 23,0sin23,0cos101log20 10
10

 (3)              

and   Rr = 0 if A > 15 dB; 
where: 

A - attenuation by absorption, 
R - attenuation by reflection, 
Rr - mitigation by internal reflections in the material, 
 f - wave frequency, 
 μ - magnetic permeability of the material, 
 σ - electrical conductivity of the material. 

 To characterize a screen size using electromagnetic 
shielding effectiveness called, SE, defined as the ratio of 
the field strength (electric or magnetic) measured in the 
absence of the screen (Es) and with the screen (E0) we 
can use: 

dB
E
ESE s

0
10log20                          (4) 

or by expression of powers: 
 

t

i

P
PSE 10log10                                     (5)                                                                               

 If the attenuation A, R and Rr are expressed in dB, by 
summing the quantities of the components of the 
shielding, then we obtain:  

rRRASE              (6) 
The main factors influencing the SE are: 

• frequency field; 
• material type and thickness; 

• screen geometry (rectangular, cylindrical, spherical, 
etc.); 

 
III. NUMERICAL METHODS USED FOR 
ELECTROMAGNETIC SHIELDING CALCULUS 

 
Full description of macroscopic magnetism phenomena 

is performed using Maxwell's equations (considered as 
postulated), equations describing the behavior of space-
time field. Maxwell's equations can be presented and 
used in two forms: differential (local) or integral (global). 

In the case of stationary environments, the most 
important difference between the two forms of Maxwell's 
equations lies in the treatment of discontinuities of the 
materials and / or sources. 

The most common methods for calculating numerical 
electromagnetism problems are: method of moments 
(MoM), the method of transmission line modeling 
(TLM), finite element method (FEM) and finite 
difference method (FDM - with different variations and 
sub- options). Not all of these methods are the same in 
terms of the accuracy of the results of the processing time 
and computing resources required to be used by each of 
them. 
 

IV. SOFTWARE MODELING AND SIMULATION 
In our case study we conducted researches in order to 

optimize the electromagnetic protection system design, in 
order to be used for EMF reduction generated by a 
standard PC. Protection system modeling and simulation 
were performed within ANSYS HFSS software, in the 10 
MHz - 9 GHz frequency band. 

The conducted analyzes allowed us to establish the 
constructive details of the shielded enclosure, taking into 
account the electromagnetic protection requirements 
established for the whole system. 

In order to find more accurate, reliable and fast 
solutions to our problem we decided to start our work by 
simulating a simplified model of the electromagnetic 
protection system, considering it a rectangular single 
material enclosure. We had the opportunity to conduct 
many parametrical analysis in order to take a final 
decision regarding system design. 

In this respect, simulations were performed for: 
a. Study regarding the influence of apertures 

shapes on the overall system electromagnetic 
shielding performance; 

 

 
Fig. 2 Electric field distribution in rear of the shielded 

enclosure with rectangular gaskets at 1 GHz 
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Fig. 3 Electric field distribution in rear of the shielded 

enclosure with circular gaskets at 1 GHz 

 
The above simulations revealed the influence of an 

aperture on overall shielding performance, and 
underlined the idea that we must specific connectors 
for data input/output interfaces.  

 

 
Fig.4 Electric field radiated at 1 GHz 
rectangular gaskets vs circular gaskets 

 
b. The optimization of the I/O connector panel 

position, on the rear panel; 

 
Fig.5 Electric field distribution in rear of the shielded 

enclosure with top lateral position of connectors panel at 1 GHz 
 

 
Fig.6 Electric field distribution in rear of the shielded 

enclosure with central position of connectors panel at 1 GHz 

 
Fig.7 Electric field radiated at 1 GHz 

central position panel vs lateral position panel 
 
The obtained results helped us to “fit” the 

connector panel in the “right” position, considering the 
above stated objectives. 

c. The optimization of the filter vent Panel position, 
on the rear/side panels; 

; 

 
Fig.8 Electric field distribution in rear of the shielded enclosure 

with top lateral position of filter vent at 1 GHz 
 

 
Fig.9 Electric field distribution in rear of the shielded enclosure 

with top central position of filter vent at 1 GHz 
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Fig.10 Electric field radiated at 1 GHz 

top central position vs top lateral position panel 
 

As well as the previous study the obtained results 
allowed us to find the best solution for air filter 
position. 
 

V. CONCLUSIONS 
 
 There are many aspects to be taken into account during 
the system design and realization phases, especially those 
related to constructive details and materials type. 

Simulations have led to specific conclusions about how 
to achieve a shielded enclosure. There were also other 
factors that contributed to our final decision regarding 
system design and realization, like technologies and 
materials availability, implementation costs, ergonomics 
and reliability. Other good practices were taken into 
account, like EMI gaskets or shielded cables usage. 

 The main scientific objective of our project was to 
develop a modular and versatile electromagnetic 
protection system that could “fit” different types of 
informatics systems. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The conducted research activities allowed us to find an 
optimal solution for system design, taking advantage of 
powerful simulation software and testing infrastructure 
availability. There is known that a shielded enclosure 
could be improved if better and larger materials are used, 
but in particular case there is possible to improve the 
overall system performance by elements repositioning or 
replacement.  
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