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Abstract  Mathematical models of the move of the 
rockets with big attack angles, command laws and 
automat neuro – adaptive systems are presented. Using 
such structures, one studies longitudinal move of an 
agile rocket. Matlab/Simulink model is also obtained. A 
lot of graphical characteristics are presented in this 
paper.
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1. MATHEMATICAL MODELS 

The model of the rocket’s move is the one from [1] 
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where V  is the flight velocity,  attack angle, 

sideslip angle.  
To these one adds the moments’ equilibrium 
equations 
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where zyx MMM ,,  are the aerodynamic moments 

which operate round ozoyox ,,  axes. 
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For a very good control of the agile air – air rockets’ 
inclination, in [2] and [3] one introduces an 
aerodynamic roll angle is used; it verifies equation 
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The angular variables are grouped in vectors 
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The second and the third equation (1) and equation 
(4) may be expressed under the vectorial form 

,faxTx  (6) 

where 
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2. NEURO – ADAPTIVE COMMAND 
STRUCTURES 

Equation (6) is equivalent with the following 
equations’ system, in which a component xu  of the 

pseudo-command is distinguished [4] 
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Similarly, equation system (2) may be described by 
equations in which another component u  of the 

pseudo-command is distinguished 
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By noting with x~  the leading command (vector x  is 
the imposed one), ,~ xxx  pseudo – command cu

may have the form 

261

Annals of the University of Craiova, Electrical Engineering series, No. 32, 2008; ISSN 1842-4805 --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------



,~xKu xx  (10) 

where 
xK  is the feedback coefficients’ matrix 

(positive defined). 
Conform to equation (8), one may calculate angular 
velocity of the rocket c  using an dynamic 

inversion exterior loop 

,1
fxc auxT  (11) 

Pseudo – command u  may be chosen of form 

,~
aca uuuKu  (12) 

where K  is the feedback coefficients’ matrix 

(positive defined), c
~  and au  adaptive 

command for inversion error’s compensation. The 
command vector may be calculated with formula [1] 

,,,ˆ 11 uxfFuG ccc  (13) 

or with the following equation 

;~1
cacc FuKG  (14) 

cF  is calculated with the following equation 
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Another control structure may be obtained using 
stability theory with Liapunov functions if the 
controlled object (A) may be described by the non – 
linear equations system [5] 
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In figure 2 one presents the block diagram for above 
equations’ modeling.  

Figure 2: Block diagram for equations (16) 

Let’s consider now the following case: sub – system 
described by function 1f  is well known, while the 

one described by 2f  is aproximately known; that’s 

why the command must be after variable .2x  The 

imposed vector 2x  is

.,~
112 txqx  (17) 

This law must assure the stability of the variable 1
~x

in rapport with variable z  (figure 4); 

.,~~
211222 xtxqxxx  (18) 

The second sub-system (described by the second 
equation (16)), due to the lack of the external 
disturbances 0)(tp , may be described by equation 
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where input v  is a pseudo-command. If the function 

2f  is invertible than the dynamic inversion of 2f

may be approximately done; .,, 21
1

2 vxxfu

If 2f  is known than 12
1

2 ff  and if it is 
approximately known than the inversion of function 

2f  is made with error uxx ,, 21  and the first 
equation (19) becomes 

,,, 212 puxxvx  (20) 

where  has the form  

,,,,~,~,,ˆ,,,, 112121221221 vxxxxuxxfuxxfuxx  (21) 

Figure 1: Adaptive command system based on dynamic inversion (variant 1) 
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with 2f̂  calculated function. 
The command law may be chosen [5] 

,~
2222 aac uvxxKuvxuv  (22) 

where cu  the command in case 22
1

2 ,1 Kff

positive defined matrix and au  adaptive command 

for the inversion error compensation ,  obtained 

from the Sigma neural network; 

,IVWu TT
a  (23) 

with  the activation function of the hidden layer 
(2), I  the input vector, 

,, iji

T

iji

T vcVwbW  (24)

ib  and 
ic  bias, ijw  the weights of connections 

between level 1 and 2, 
ijv  the weights of 

connections between level 2 and 3. The structure of 
such a neural network is presented in figure 3. 

Figure 3: Neural network’s structure 

Learning rule is obtained using Liapunov stability 
theory as below [2]. Considering Frobenius norm 
of matrix A
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introducing the compact matrix 
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F

 choosing the input vector of the 

neuronal network 
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and standard Liapunov function 
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from stability analysis one obtains the term v  from 
(22)

,~~
221 exxZZKv

Fz  (29)  

where 0zK  and .~/~
222 xxe

The control system structure (PA-A) is presented in 
figure 4. In particular, system (16) represents non 
linear model of an aircraft (A), which may be, for 
example, an air – air rocket. Thus, 
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from the equivalence of equations (16) and (6) it 
results

,, 1111 faxfxTxh  (31) 

with xT  and fa  of forms (7). 

The second equation (16) is equivalent with the 
equations’ system (8), where uxxx ,, 21  and 

,,,,,, 212

T

dpexfuxxf  (32) 

which may be separated in two components. Equation 
(19) is equivalent with equations’ system (9), where 

ffx 22 ,  and .uv

Comparing equations (22) and (12) one results that 
matrix 2K  plays the role of matrix K  and 2

~x  the 

role of .~
c  Thus, 2x  plays the role of .c

Comparing now equations (17) with (11) one obtains 

,,~ 1
11 fx auxTtxq  (33) 

with pseudo – command xu  of form (10). 

Figure 4: Adaptive command system based on dynamic inversion (variant 2) 
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Figure 5: Adaptive command system based on dynamic inversion (variant 3) 

Considering the inputs of the neural network from 
figure 4, one obtained block diagram from figure 5, 
where the role of v  from (29) is played by ;u  (29) 
becomes 

,~~
2exZZKu

Fz  (34) 

where .~/~
2e

3. NEURO – ADAPTIVE COMMAND FOR THE 
ROCKET’S MOVE 

Let’s consider now the case of a rocket’s longitudinal 
movement described by equations [5] 
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where 
.1.0,25.360,15.70

,2.322,2.57,3.1,02.1

43

2121
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Block diagram of the closed loop system (PA - A) is 
presented in figure 6; it has been obtained using 
diagram blocks from figure 4 and figure 4. 
By identification of system (35) with system (6) and 
of system (9) with (16) one obtains 
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The values of the other parameters from fig.5 are: 
.6.0,50 zKZ

For the calculus of coefficients xk  and ,k  one 
keeps only the linear part of the system from fig.5 
( 0422 cca ). Closed loop transfer function 

s

s
s0H  is calculated and it’s expressed as 

follows 

.
2ss

s
s

css
s

2
00

2

3
0

3311331
2

3
0

kkc
H

kkckcackkca

kkc
H

x

x

x

 (37) 

By setting 707,0  and ,50  the two coefficients 
have expressions 

.

,
2

3

3113
2
0

3

10

kc

kcackc
k

c

a
k

x

 (38) 

One chooses a feed-forward neural network with 8  

Figure 6: Neuro – adaptive command system for the rocket’s move in vertical plane using model (35) 
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input neurons, a neuron on the hidden layer and an 
output neuron. Activation function for the hidden 
layer neuron is a linear one, while activation function 
of the neurons from the input layer has a tansig form 
(tangent hyperbolic) 

.1
2exp1

2
sigtan

n
n  (39) 

The neural network’s output au  has the form 

,tansig IVWu TT

a  (40) 

where V  is the weights’ vector of the input neurons, 
W  is the weights’ vector of the hidden layer neurons, 
I  inputs vector 
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Neglecting terms au  and ,u  the indicial response 

(fig.6) proves stabilization of angle  to its imposed 
value .grd1

Figure 7: Time variation of the rocket’s attack angle 
(without neural network) 

Using Matlab/Simulink model from figure 8 one 
obtains t  (fig.9.a) and error ttt~

(fig.9.b). 

Figure 8: Matlab/Simulink model of the system from figure 6 

                                                      
                                                       a.                                                                          b. 

Figure 9: Dynamics of attack angle  and error ~  for the system from fig.5 (with neural network) 
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4. CONCLUSIONS 

This paper presents nonlinear mathematical models 
of the rockets’ move with big attack angles, laws and 
automat adaptive command structures using neural 
networks. One studies a neuro – adaptive command 
system for the agile rocket’s move. 
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