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Abstract – This paper presents the importance of finding the 

suitable configurations for Artificial Intelligence and Ma-

chine Learning algorithms and correct data preprocessing 

for a waveform problem. In the Artificial Intelligence and 

Machine Learning area, this step is one of the most im-

portant and it influences the performance result of the mod-

el. The experiments of different configurations were done 

using National Instruments Automated Machine Learning 

(NI AutoML), a web application created for everyone that 

allows us to easily change the configurations of the model by 

just clicking some buttons. This work shows how the model 

performance is influenced by modifying what columns of 

data to use, by data splitting or by adding or deleting pre-

processing steps in the pipeline. All the results obtained for 

the different experiments are analyzed in this paper. The 

proposed flow is generic enough to be applied for all the use 

cases. To exemplify the whole process, a synthetic data set 

obtained by generating current and voltage in an RL circuit 

was chosen and the experiments part was created. The data 

represent two waveforms: one for current and one for volt-

age and they represent data recorded during the test time. 

In the end process each test has a label associated: Pass or 

Fail. The classification problem was defined for help in im-

proving the fail detection rate.  

Cuvinte cheie: NI AutoML, forme de undă simulate, problemă 

de clasificare, preprocesarea datelor, inteligență artificială și 

învățare automată. 

Keywords: NI AutoML, simulated waveforms, classification 

problem, data preprocessing, Artificial Intelligence and Ma-

chine Learning. 

I. INTRODUCTION 

In the spotlight these days is Artificial Intelligence and 
Machine Learning area. This technique is on the increas-
ing of development, and it is used in many domains to 
improve the quality of life. Better solutions can be created 
based on Artificial Intelligence and Machine Learning in 
different domains: in industry like the batteries industry 
from research [1] to production [2] and to monitoring [3] 
or in the healthcare for diagnostics, predictive analytics, 
personalized medicine and administration application [4].  

In all cases, the data obtained can create a model that 
finds patterns and learns from previous information and 
helps in identifying the aspects of the new data [5]. There 
are many types of Artificial Intelligence and Machine 
Learning algorithms: supervised, unsupervised; for classi-
fication, regression; for tabular data, images, waveforms; 
exists something for each problem [6]. 

The first aspect in solving problems in the modern ap-
proach is to obtain data. It should be possible to use real 

data, recorded directly from the sensors or measurements 
from the environment, or it is possible to simulate them in 
laboratory [7]. Simulated data can be also applied together 
with real data or used in the beginning for training the 
models that will be deployed after that in the real systems.  

An example of simulated waveforms data used in a 
predictive classification model is presented in [8]. Data 
generated is a way to simplify a battery data model and 
can help in presenting the full flow for a system that helps 
in monitoring battery performance [9]. This infrastructure 
can be used in Prognostics and Health Management [10] 
or in the testing phase of manufacturing [11]. 

After having the data, the next phase is understanding 
and transforming it into information. There are more pre-
processing steps needed to clean, transform and prepare 
data for Artificial Intelligence and Machine Learning al-
gorithms [12]. Last but not least, it is also important to 
find the correct parameters to the predictive model. Do 
more experiments and identify the suitable configuration 
for each problem to solve. National Instruments Automat-
ed Machine Learning (NI AutoML) is one of the web ap-
plications that allows the customers to create all the envi-
ronment for defining all the experiments for finding the 
best configuration and the best model and also be able to 
monitor and change it with time passing and environment 
changing [13].  

II. CLASSIFICATION PROBLEM TO SOLVED 

A. Data set  

The data set contains simulated waveforms generated 
using an RL series circuit that represents an object into the 
testing phase into a factory. Each measurement contains 
two waveforms that represent the current and the voltage 
and it is associated with a label that represents if the test 
was with success or failed (Fig. 1) [8]. 

The voltage (V) signal represents the input in the RL 
circuit. It is created as a sum of three sinus wave compo-
nents with different frequencies and added on top a low-
level noise signal. The output of the RL circuit generated 
the current signal (A). In the middle of the test time, pa-
rameters of the RL circuit can vary, and, in this case, it 
was considered that data provided from a failed test [8]. 

The data set contains 520 waveforms with 1000 test 
points and 5 columns: 

• Current (A) 

• Voltage (V) 

• Index 

• Unit 

• Label. 
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Fig. 1. Simulated waveform for success (top figure) and failed (bot-

tom figure) having voltage (V) and the current (A) waveforms from the 
RL circuit [8]. 

B. NI AutoML 

For defining the Artificial Intelligence and Machine 
Learning model, it was used NI AutoML application [13]. 
It has many configuration aspects that can be easily modi-
fied with simple clicks and trained in 9 different models 
and shows the best one [14]: 

• AdaBoost Classifier – Adaptive Boosting - a statis-
tical classification meta-estimator 

• Baseline Classification – predicting on classes' dis-
tribution 

• Decision Tree – create one decision tree with con-
ditions rules 

• Gradient Boosting – additive model base on deci-
sion trees 

• LightGBM – based on Gradient Boosting 

• Logistic Regression – algorithm for one-vs-rest 

• Random Forest – create more decision trees with 
conditions rules  

• Support Vector Classifier – divided the space in 
regions for each label 

• XGBoost – Extreme Gradient Boosting – based on 
Gradient Boosting 

For identifying the best model, one criterion can be se-
lected. The application offers 6 different metrics [14]: 

• Accuracy – correct classification divided to all 
classifications  

• AUC – area under the ROC curve 

• Recall – true positive divided to true positive and 
false negative 

• Precision – true positive divided to true positive 
and false positive 

• Balanced Accuracy - average recall obtained on 
each class 

• F1 – harmonic mean of the precision and recall 

Another criteria to select the best algorithm is Run 
Time, some of the algorithms take more time to be train 
comparing with the others. For some cases, time is also 
very important, like real time problem.  

III. EXPERIMENTS 

NI AutoML configuration that was kept the same for all 
the experiments: 

• Target selected value: label 

• Prediction type: Binary Classification 

• For the first part of the experiments, the metric 
used to select the best algorithm is area under the 
curve “AUC” (secund column in the table results). 
This metric will rank the positive label higher than 
the negative one [15]. 

A. Experiments based on waveform used 

 
1) Used just Current (A): drop the Voltage column and 

create the prediction model using just features obtained 
from Current waveform. 

Obtained results can be seen on Table I. 

 Best model: Random Forest 0.865 AUC 

 

2) Used just Voltage (V): drop the Current column and 
create the prediction model using just features obtained 
from Voltage waveform 

Obtained results can be seen on Table II. 

 Best model: Decision Tree 0.53 AUC 

 

3) Used both Current (A) and Voltage (V): do not drop 
any columns and create the prediction model using fea-
tures obtained from both Current and Voltage waveforms 

Obtained results can be seen on Error! Reference 
source not found.II. 

 Best model: Random Forest 0.859 AUC 

TABLE I.  
RESULTS OBTAINED FOR EXPERIMENT A 1) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 

 

TABLE II.  
RESULTS OBTAINED FOR EXPERIMENT A 2) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 
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TABLE III.  
RESULTS OBTAINED FOR EXPERIMENT A 3) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 

 
 

Conclusion:  

The best results were obtained for the case when it was 
used just Current waveform. This happened because the 
Current is the output of the simulated RL circuit and just 
the Current is influenced by R, L value modifications dur-
ing the test.  

 Best model: Random Forest 0.86 AUC 

For the next experiment, it will be used just Current 
waveform. 

 

B. Experiments basd on selection positive class 

 
1) Used “Pass” value: in the previous examples it was 

used “Pass” value.  

Obtained results can be seen on Table I. 

 Best model: Random Forest 0.86 AUC 

 

2) Used “Fail” value: change the value for positive 
class into “Fail” 

Obtained results can be seen on Table IV. 

 Best model: Random Forest 0.85 AUC 

 

Conclusion:  

The best results were obtained for the case when it was 
used “Pass” value for positive class. This is expected be-
cause the “Pass” value represents the success test simulat-
ed. 

TABLE IV.  
RESULTS OBTAINED FOR EXPERIMENT B 2) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 

 
 

 Best model: Random Forest 0.86 AUC 

For the next experiment, it will be used “Pass” value for 
positive class. 

 

C. Experiments based on preprocessing steps in 

pipeline 

 
1) Used default set up for waveforms: in the previous 

examples it was selected: 

• add_missing_indicator 

• infinity_to_nan 

• mean_median_imputer 

• nan_column_dropper 

• datetime_features 

• high_cardinality_dropper 

• min_max_scaler 

• match_variables 

• waveforms_feature_extractor 

• remove_special_json_characters 

• id_label_encoder 

• ordinal_encode_target 

• smote  

Obtained results can be seen on Table I. 

 Best model: Random Forest 0.86 AUC 

  2) Delete SOTE step and data time feature extraction: 
deleted steps: 

• datetime_features 

• smote 

Obtained results can be seen on Table V. 

 Best model: Random Forest 0.82 AUC 

 

3) Delete also MinMaxScaler step and 
high_cardinality_dropper step: deleted steps: 

• min_max_scaler 

• high_cardinality_dropper 

• datetime_features 

• smote 

Obtained results can be seen on Table VI.  

 Best model: Random Forest 0.82 AUC 

TABLE V.  
RESULTS OBTAINED FOR EXPERIMENT C 2) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 
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TABLE VI.  
RESULTS OBTAINED FOR EXPERIMENT C 3) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 

 
 

Conclusion:  

The best results were obtained for the case when it was 
used all the default steps for waveform. If steps are delet-
ed the performance goes down. Normalization, balance, 
adding more features or deleting high cardinality improves 
the results.  

 Best model: Random Forest 0.86 AUC 

For the next experiment, default preprocessing steps 
will be used for waveform. 

 

D. Experiments based on split configuration 

 
1) Used “Random” type with 60% training set, 20% 

validation set and 20% test set: in the previous examples 
it was used this configuration.  

Obtained results can be seen on Table I. 

 Best model: Random Forest 0.86 AUC 

 

2) Used “Random” type with 80% training set, 10% 
validation set and 10% test set: change values to use more 
data from training 

Obtained results can be seen on Table VII. 

 Best model: LightGBM 0.75 AUC 

 

 

TABLE VII.  
RESULTS OBTAINED FOR EXPERIMENT D 2) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 

 

 

3) Used “Cross-Validation” option: check this option 
in the UI of NI AutoML. 

Obtained results can be seen in Table VIII. 

 Best model: Random Forest 0.78 AUC 

 

Conclusion:  

The best results were obtained for the case when it was 
used “Random” type with 60% training set, 20% valida-
tion set and 20% test set.  

 Best model: Random Forest 0.86 AUC 

For the next experiment, it will be used “Random” split 
type with 60% training set, 20% validation set and 20% 
test set. 

 

E. Experiments based on metric to optimize 

 
1) Used “AUC” option: in the previous examples it was 

used this configuration.  

Obtained results can be seen on Table I. 

 Best model: Random Forest 0.86 AUC 

 

2) Used “Accuracy” option: 

Obtained results can be seen on Table IX. 

 Best model: Random Forest 0.9 Accuracy 

TABLE VIII.  
RESULTS OBTAINED FOR EXPERIMENT D 3) ORDER BY AUC COLUMN, 

BEST MODEL ON THE FIRST LINE 

 

TABLE IX.  
RESULTS OBTAINED FOR EXPERIMENT E 2) ORDER BY ACCURACY 

COLUMN, BEST MODEL ON THE FIRST LINE 
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3) Used “Recall” option:  

Obtained results can be seen on Table X. 

 Best model: Logistic Regression and Support Vector 
Classifier 1 Recall 

 

4) Used “Precision” option:  

Obtained results can be seen on Table XI. 

 Best model: Random Forest 0.97 Precision 

 

5) Used “Balanced Accuracy” option:  

Obtained results can be seen on Table XII. 

 Best model: Random Forest 0.86 Balanced Accura-
cy 

 

6) Used “F1” option:  

Obtained results can be seen on Table XIII. 

 Best model: Random Forest 0.95 F1 

 

Conclusion:  

The best results were obtained from the case when it 
was used Recall metrics for Logistic Regression and Sup-
port Vector Classifier. On this aspect, the metric can be 
chosen based on the problem that we want to solve, not 
based on the value obtain for it. In our case the best mean-
ing is using AUC.   

 

TABLE X.  
RESULTS OBTAINED FOR EXPERIMENT E 3) ORDER BY RECALL COLUMN, 

BEST MODEL ON THE FIRST LINE 

 

TABLE XI.  
RESULTS OBTAINED FOR EXPERIMENT E 4) ORDER BY PRECISION 

COLUMN, BEST MODEL ON THE FIRST LINE 

 

TABLE XII.  
RESULTS OBTAINED FOR EXPERIMENT E 5) ORDER BY BALANCED 

ACCURACY COLUMN, BEST MODEL ON THE FIRST LINE 

 

TABLE XIII.  
RESULTS OBTAINED FOR EXPERIMENT E 6) ORDER BY F1 COLUMN, BEST 

MODEL ON THE FIRST LINE 

 
 

 

IV. CONCLUSIONS 

This paper presented the importance of finding the best 
parameters and the best preprocessing steps for Artificial 
Intelligence and Machine Learning model creation. The 
experiments presented used the simulated waveform data 
set.  

NI AutoML was used as an Artificial Intelligence and 
Machine Learning application. 

It was defined and presented results for 17 experiments 
that play with different configurations: 

A. Experiments based on waveform used 

1) Used just Current (A) 

2) Used just Voltage (V) 

3) Used both Current (A) and Voltage (V) 

B. Experiments based on selection positive class 

1) Used “Pass” value 

2) Used “Fail” value 

C. Experiments based on preprocessing steps in 

pipeline 

1) Used default set up for waveforms 

2) Delete SOTE step and data time feature extraction 

3) Delete also MinMaxScaler step and high_cardinality 
_dropper step  
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D. Experiments based on split configuration 

1) Used “Random” type with 60% training set, 20% 
validation set and 20% test set 

2) Used “Random” type with 80% training set, 10% 
validation set and 10% test set 

3) Used “Cross-Validation” option 

E. Experiments based on metric to optimize 

1) Used “AUC” option 

2) Used “Accuracy” option 

3) Used “Recall” option 

4) Used “Precision” option 

5) Used “Balanced Accuracy” option 

6) Used “F1” option 

 

The best results were obtained from experiment A 1) 
having: 

- Used just Current (A) waveform 

- Used “Pass” value for positive class 

- Used default set up for preprocessing steps for 
waveforms 

- Used “Random” type with 60% training set, 20% 
vali-dation set and 20% test set 

- Using AUC metric   

 Best model: Random Forest 0.86 AUC 

 

In the future, using data taken directly from a real sys-
tem can be used in this infrastructure to confirm all the 
aspects and analysis the differences and the similarity with 
simulated data. 
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