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Dynamic Processes of Electric Motors 
for Operating some Aircraft Equipment

Sorin Enache, Ion Vlad and Monica-Adela Enache
University of Craiova/Faculty of Electrical Engineering, Craiova, Romania, senache@em.ucv.ro

Abstract – In this paper are detailed some results obtained 
within a European program in the field of avionics. The 
objectives of the program and the implementation team are 
briefly presented. A number of technical details are 
provided regarding the electric motor used to steer an 
airplane's running gear: advantages, comparative densities 
between the motor used (HDD) and the competitive motors, 
cross-section of the used motor, winding scheme of the 
motor, motor scheme with partial short-circuit. The 
mathematical model of the motor is presented, Simulink 
scheme of a simulation program in case of using a voltage 
inverter and a series of simulations obtained with its help 
(MSMP supplied by a voltage inverter, transmission ratio 
1000, inertia10000 Nm2 and MSMP supplied by an inverter 
with prescribed currents, transmission ratio 1000, inertia 
10000 Nm2). The paper concludes with the conclusions 
obtained by conducting the research. It is mentioned that 
the following notable results were obtained: decrease with 
30% of the production and maintenance costs, decrease with 
10% of the airship weight, carrying out a drive with a 
probability to lose the functionality. 

Cuvinte cheie: avionica, motor electric, model matematic, 
program Simulink, simulări. 

Keywords: airplane, electric motor, mathematic model, 
Simulink program, simulations. 

I. INTRODUCTION 
The problems developed in this paper are of great 

practical interest. They refer to the electrical operation of 
various systems in the equipment of aircraft [1], [2], [3], 
[4], [5]. 

A team from the University of Craiova, Faculty of 
Electrical Engineering, was part of the European project 
team STREP (Specific Target REsearch Project) DRESS - 
Distributed and Redundant Electro-mechanical nose wheel 
Steering System, no. 030841, team coordinated by Prof. 
eng. PhD Sergiu Ivanov [6]. 

This project was financed by the European Commission 
by the financing program PC6. 

The project had thirteen partners; their surveys are 
presented in the following table [7]. 

The objectives of DRESS consisted in: 
- study and validation of a redundant electromechanical 

actuator; 
- study and validation of a control system based on a 

distributed architecture.  
A special attention was paid to the shimmy 

phenomenon (new systems of oscillations damping by 
using an electromechanical system). 

TABLE I.  
PROJECT PARTICIPANTS 

No. Participant 
name 

Coun
try Tasks 

1 MESSIER-
BUGATTI FR 

Management 
Specifications & assessments 
System architecture design 

Technology education 

2 Saab  
Avionics S Actuator design, integration & 

validation 

3 AIRBUS 
UK UK Specification 

Final tests 

4 MESSIER-
DOWTY FR 

Landing gear & test rig design 
Landing gear actuator integration & 

validation 
Shimmy damping analysis 

5 INSA  
Toulouse FR Research & optimum design of 

actuator & complex test rig 

6 UC 
Louvaine B Research & optimum design of power 

electronics 

7 University 
of Craiova RO Research & optimum design of 

electric motors 

8 Universite 
Alsace FR Research & optimum design of 

system control 

9 Budapest 
UTE H 

Research & optimum design of 
distributet architecture 

Safety analysis 

10 TTTech A Manufacture of RDC & power 
electronics prototype 

11 Equip Aero FR Manufacture of mechanical parts for 
the prototype 

12 Stridsberg 
PT S Manufacture electrical motor 

prototype 

13 Institut of 
aviation PL Manufacture of dummy nose landing 

gear test rig 

The electrical drive was preferred for the front alighting 
gear of the airships for replacing the classical variants, 
with a lot of drawbacks, variants consisting in an electro-
hydraulic drive with pinion - cremaillere or push-pull 
system (for large airships). 

The implementation of the electromechanical 
technology for the front alighting gear has a series of 
advantages [8]: 

- the decrease of the total weight of the airships and of 
the time necessary  for standing and maintenance; 

- the decrease of the production and maintenance costs; 
- the traffic improvement and the safety increase during 

the ground operation, even in conditions of poor visibility, 
up to the limit of zero visibility; 

- possibility to integrate in a completely automatic 
future system of ground  guidance. 

The simulations validation has been made by means of 
some tests on a prototype. 
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The test was carried out on a testing stand with a 
simplified alighting gear, connected to the control system, 
stand carried out in the project. 

The research collective of the University of Craiova 
was involved in three work packages (WorkPackages): 

WP 340 - Shimmy damping control; 
WP420 - Electric motor / power card technology study 

and modelling; 
WP430 - Thermal analysis and modelling. 

The researches carried out by this collective have been 
used by the work package WP410 (Power architectures 
studies/Actuator sizing), which finished the architecture 
and dimensioned the electromechanical system, as  well as 
by the package WP710 (Modelling evaluation), which 
integrated the models of all subsystems (automatic 
control, power electronics, motor, mechanical 
demultiplier, alighting gear, airplane) for the simulation of 
the whole system of the airplane. 

For driving the electromechanical system we studied, 
owing to the high density of delivered power, there has 
been chosen the variant of permanent-magnet 
synchronous motor.  

From the multitude of variants of such motors, taking 
into account the previous experience of two partners 
(SAAB AB and Stridsberg Powertrain AB), the option 
was the motor produced by Stridsberg Powertrain AB type 
HDDb09N [9]. 

This motor is a special type of permanent-magnet 
synchronous motor, with independent phases, 
characterized, according to its producer, by a four-six 
times higher power density over the classical synchronous 
motors (Fig. 1). 

Fig. 1. Comparative densities between the motor used (HDD) and the 
competitive motors [2]. 

II. TECHNICAL DETAILS

From constructive point of view, the phase windings of 
the used motor does not coexist in the slots, so, on one 
hand, the phases are magnetically separated and, on the 
other hand, the solution redundance is improved (Fig. 2). 

Fig. 2. Cross-section of the used motor [2]. 

In addition, it is equiped with six half-phases which are 
physically and magnetically separated and which can be 
each supplied to a bridge one-phase inverter (Fig. 3). 

Fig. 3. Winding scheme of the motor [1]. 

As we can note, the motor model is obtained by 
concatenating two machines without mutual inductances 
between phases, with an angular displacement of 180°. 

Among possible damages of the motor, there has been 
analyzed the case of the partial shortcircuit of a few turns. 
In this case, the equivalent circuit is presented in the 
following figure. 
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Fig. 4. Motor scheme with partial shortcircuit [6]. 
 

III. MOTOR EQUATIONS 
 
The machine equations in this case, according to [9], 

become: 
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The notations used are the classic ones used for supply 

voltages, currents through equivalent windings and motor 
parameters. 

 
The electromagnetic torque expression is: 
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As we can note, the motor can also be used  as three-

phase machines without star connection of the phases, its 
supply being ensured by three one-phase inverters, bridge 
or star, supplied to a three-phase inverter. 
 

IV. SIMULINK PROGRAMS 
 

The Matlab-Simulink [10] programs carried out in the 
frame of this project enable the simulation of several 
combinations motor-controller.  

For each combination, there can be simulated different 
damages which could occur in different operation 
conditions. 

 
For example, there is presented the Matlab-Simulink 

block scheme of a program for simulating  the operation 
of such a motor (Fig. 5). 
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Fig. 5. Simulink scheme of a simulation program in case of using a voltage inverter [8]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. SIMULATIONS 
By means of such a progam, there have been obtained a 

series of simulations; a few of them are presented below, 
figures 6 and 7. 

 

 
a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
b) 

 
c) 

4

                    Annals of the University of Craiova, Electrical Engineering series, No. 46, Issue 1, 2022; ISSN 1842-4805 eISSN 2971-9852



 
d) 

Fig. 6. MSMP supplied by a voltage inverter, transmission ratio 1000, 
inertia10000 Nm2. 

 
 

 
a) 

 
b) 

Fig. 7. MSMP supplied by an inverter with prescribed currents, 
transmission ratio 1000, inertia 10000 Nm2. 

 
These simulations were very useful finishing off the 

final variant, being obtained comparative results for a 
large variety of dimensions of motor, the optimum variant 
being chosen among them. 

The project finality was a protype which was tested on 
the test stands of the project coordinator Messier-Bugatti 
[9]. 

 

VI. CONCLUSIONS 
This paper presents some results obtained within a 

European project in which a team from the University of 
Craiova also took part. 

Among the achievements of this program can be listed: 
- decrease with 30% of the production and maintenance 

costs; 
- decrease with 10% of the airship weight; 
- carrying out a drive with a probability to lose the 

functionality. 
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Abstract – This study has aimed at establishing and analyz-
ing the causes that produce oscillations of electromagnetic 
torque developed by brushless direct current motor. The 
study opportunity is given by the progresses obtained in 
command and power electronics, which made this motor 
performant from technical and economic viewpoint. The 
specialty literature reveals that important torque oscilla-
tions occur in this motor in a complete rotation. That is why, 
this study and the simulations presented here emphasize 
that there are five classes of slots relatively to the torque 
magnitude developed and the fact that all the slots are ac-
tive, that meaning that the average torque developed occurs 
in the rotation direction. The harmonic analysis reveals that 
the torque distortion, within the five classes of slots, is vari-
able between 51.03% and 97.63%. The torques computed 
for the slots classes are between the minimum limit of 0.029 
Nm and the maximum one of 0.077 Nm. The low speed 
torque oscillations can be reduced with a high inertia mo-
ment, a speed reaction loop and a performant control sys-
tem. The importance of the research theme is justified by 
what we have presented before and is a subject of major 
interest for engineering. 

Cuvinte cheie: motor de curent continuu fara perii, design, 
cuplu electromagnetic, oscilatii de cuplu. 

Keywords: brushless direct current motor, design, electromag-
netic torque, torque oscillations. 

I. IMPORTANCE OF DRIVING LIGHT VEHICLES WITH 
BRUSHLESS DIRECT CURRENT MOTORS 

Electrical devices and installation supplied by local en-
ergy sources use permanent-magnet direct current motors, 
generally brushless motors. Such motors are also experi-
enced in high-power drives: rolling mills, electrical cars 
and trucks [1-4].  

These motors performances have increased by re-
search, which has found new electro-technical materials 
and by developing the command and power electronics, 
which increased the conversion of the battery energy.  

Brushless direct current motors are generally used  for 
driving light vehicles: electrical bicycle, Fig. 1.a, [5], elec-
trical motor scooter, Fig. 1.b, [6], electrical tricycle, Fig. 
1.c, [7], trolleys for disabled, Fig. 1.d, [8].

In case of these vehicles (bicycle/motor scoot-
er/tricycle/electrical trolley), the constructive solution 
adopted is closed, IP 44, and the motor is placed even in 
the wheel hub.  

The constructive solution is with inner stator, made of 
steel sheets, with slots, where the winding is placed. The 

rotor is an outer one, made of steel, shaped as a cylinder, 
and there are inner permanent magnets, stuck, shaped as a 
parallelepiped. 

    a)      b) 

        c)                                                        d) 

Fig. 1. Electrically driven light vehicles for people transport: a) bicycle; 
b) motor scooter c) tricycle d) trolley for disabled people.

In order to have high operation performances, rare-
earth based permanent magnets are used, [9-13]. Load 
operation means motor heating, because of the losses 
occurring inside the machine.  

High currents and temperatures contribute to demag-
netization. That is why, the drives that use brushless di-
rect current motors and must be correctly designed. 

The problem of the demagnetization caused by the load 
current is not considered because the current is perma-
nently controlled and it is limited by the controller and 
the heating is verified by measuring the temperature.  

This paper aims at identifying the causes which pro-
duce electromagnetic torque oscillations and at limiting 
these oscillations [14-18].  

II. MODELLING AIR-GAP MAGNETIC FIELDS 

The study is made with a brushless direct current motor 
having 2p=30 –number of poles, Ncr=27 –number of slots, 
Fig.2. The notations are as follows: β - command angle of 
the current in the phase a,  α - geometrical angle of rotor 
displacement, γ -delay angle for the control of the current 
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Ia. Case α =0, when the axis of the slot “1” passes 
through O. Thus, the following relations results: 

γ+α⋅=β p                             (1) 

 
Fig.2. Cross section through the motor. 

If the slot opening is neglected, the armature can be 
considered as being smooth and, in these circumstances, 
the inductor magnetic field is modelled as a curvilinear 
trapeze on the entire magnet width. The field is zero on 
the distance between two successive magnets.  

Based on these considerations, the air-gap magnitude 
has been modelled, Fig. 3, relatively to x [mm] coordi-
nate or to α [o]. Thus, the air-gap magnetic induction 
curve has resulted relatively to the rotor position, Fig. 4: 

 )(fB α=                                  (2) 

 
Fig.3. Curve modelling the air-gap magnitude. 

 
Fig.4. Distribution curve of the air-gap magnetic induction on the entire 

machine. 

On the stator there is a star-connection three-phase 
winding, no null wire and two series connected phases 
during the operation. The winding is made in double lay-
er, with coils concentrated on teeth, being a basic con-
structive component, which condition machine energetic 
parameters and cost.  

The alternating stator currents are trapezoidal shaped, 
the duration of one pulse being of 120 electrical degrees. 
For α= 0 the armature ampere-turn curve has been com-
puted and plotted, Fig. 5.a, considering the ampere-turn 
concentrated in the slot axis.  

Because it is a much distorted quantity, the harmonic 
analysis of the curve has been made, Fig. 5.b, the distor-
tion factor has been computed, kdis=98.6%, and a big 
number of important harmonics has been emphasized.  

It is noticed that the 15-th order harmonic (which is not 
the most important one in terms of magnitude, Fig.5.a), 
accomplishes the condition of equality of the poles num-
ber on the two armatures (2p=30).  

 
a) 

 
b) 

Fig.5. Armature reaction ampere-turn: a) curve and the 15-th order 
harmonic b) harmonic spectrum. 

The air-gap dimension was numerically modelled at 
establishing the inductor magnetic field, so the curve of 
the reaction filed and the curve of the resultant field can 
be plotted, Fig.6. 

 
a) 

 
b) 

Fig.6. Plan section through the analyzed motor and the curves of the 
magnetic fields, B –inductor , Ba –reaction, Br  –resultant for: a) entire 

machine; b) on two pole pairs. 
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If the time origin t=0 is considered when α= 0, the 
numerical modelling of currents results relatively to the 
rotor position and the currents control:  

),(fI,I,I cba γα=      (3) 

The control device models, on a pole pair, the currents 
of the three phases of the winding relatively to β -
electrical angle, dependent on the rotor position. For the 
slot Ncx, the geometrical angle is:   

cx
c

Ncx N
N
360

+α=ζ    (4) 

The ampere-turn provided by a slot is: 

)II(n5.0 yxcNcx +⋅=θ     (5) 

where, nc –number of conductors/slot, Ix, Iy are the cur-
rents Ia, Ib or Ic, relatively to the slot distribution on 
zones and phases, made according to literature. 

In most cases, it is considered that the ampere-turn of a 
slot is concentrated in its axis and at the air-gap level. 

This way, a numerical modelling of the slots electro-
magnetic torques has been established, as follows:  

FecxNcxNcx l)N,,()(BM ⋅γαθ⋅α=     (6) 

The instantaneous value of the electromagnetic torque 
results by summing the elementary torques of the slots. 

The research can be carried on by using a program 
which is based on the presented mathematical model. 
There will be noted Npα  –number of points for a com-
plete rotation and Npγ –number of points in which the 
control is delayed, for a pole pair. Thus, the following 
angles result: 

αα
α

α ==α pp
p

pe N...,3,2,1k
N
360k     (7) 

γγ
γ

γ ==γ pp
p

pe N...,3,2,1k
N
360k  (8) 

For all combinations of values αe, γe which result, 
there are computed and memorized the instantaneous 
values and the average value of the torque provided by a 
slot, respectively the total average torque, for a complete 
rotation. 

III. SIMULATIONS AND RESULTS OBTAINED

The mathematical model presented was the basis of a 
numerical computation program and the simulations car-
ried out and their results obtained enable identifying the 
causes and establishing important conclusions regarding 
the electromagnetic torque pulsations in brushless direct 
current motor. 

From economic and technical considerations, there 
have been identified the following four possibilities for 
the motor supply: 

Six-pulse supply for a pole pair 
-normal sequence of phases 
-inverse sequence of phases 

Three-pulse supply for a pole pair 

- normal sequence of phases 
- inverse sequence of phases 

In case of six-pulse supply and normal sequence of 
phases, the electromagnetic torque average value, for a 
complete rotation and different control angles, is present-
ed in Fig. 7.  

Fig.7. Electromagnetic torque average value in a complete rotation for 
different control angles of currents. 

A. Control for the maximum total torque 
From the analysis of this figure, it is noticeable that for 

γ=294o electrical angle, we have a positive maximum 
torque (for rotation sense to right) and for γ=114o electri-
cal angle, we have negative maximum value (for rotation 
sense to left).  

The maximum torques have equal absolute values, 
Mmax=1.52 Nm. For the electrical angle γ=294o, the geo-
metrical angle results ξ=294/15=19.6o, which shows 
where the first position transducer must be placed, rela-
tively to the origin – point O, on the stationary armature. 
The other two position transducers are placed at each 
120o electrical angle, in the rotation direction.  

The average values, for a complete rotation, of the tor-
ques provided by each slot, are presented in Fig. 8 and 
Fig. 9.a shows the total torque curve, for a complete rota-
tion of the motor. This curve is analyzed from harmonic 
viewpoint and a harmonic spectrum results in Fig. 9.c, 
where the important harmonics can be identified, which 
affect the torque curve, Fig. 9.b.  

Fig.8. Average values of torques provided by the machine slots for 
control angle γ=294o MNmed=1.52 Nm. 

a) 
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b) 

 
c) 

 
d) 

Fig.9. Variation curve of the motor torque: a) for a complete rotation; b) 
the continuous component and the main harmonic; c) harmonic spec-

trum; d) torque curve for a pole pair. 

The total torque curve for a pole pair is depicted in Fig. 
9.d and the harmonic analysis results are filled in the Ta-
ble I, where there is comparison with the previous results.  

B. Analysis of electromagnetic field in each slot 
Further on in this paper, a detailed analysis of Fig. 8 is 

made, in order to divide up in classes the 27 slots of the 
motor, relatively to the produced average torque. The 
results of this classification are filled in the Table II. 

TABLE I. Analysis of the total torque 

 Total torque  Distortion 
factor 

 Average value 
Mmed [Nm] 

Important harmonics 
Mk [Nm] 

Kdis 

[%] 
Analysis for a 

complete rota-
tion 

1.497 M30=0.646 M60=0.069 40.21 

Analysis for a 
pole pair 1.487 M2=0.655 M4=0.081 41.06 

TABLE II. Slots divided up into classes 

Class Afferent slots Torque average value 
I 5, 6, 14, 15, 23, 24 Mcr=0.084 Nm 
II 1, 10, 14 Mcr=0.077 Nm 
III 2, 11, 19 Mcr=0.051 Nm 
IV 4, 8, 13, 22 Mcr=0.038 Nm 
V 3, 12, 21 Mcr=0.021 Nm 

A slot is chosen for each class, the torque curves for a 
pole pair are presented, Fig. 10, and an analysis is made, 
from harmonic point of view, Fig. 11.  

Any problems occur in the slots 3, 12, 21, where we 
see large positive and negative torque oscillations 
(Fig.10.c);  in the slots 2, 11, 19 the oscillations are lower 
(Fig.10.b).  

These oscillations cause superior torque harmonics 
which may exceed even the continuous component, Fig. 
11.b and Fig. 11.c, an undesirable effect.  

For the analyzed slots, in Fig. 12 there are depicted 
torque curves, where we have the continuous component, 
the important harmonic and the resultant torque. The final 
results of this analysis are detailed in table no. 3, where 
the distortion factor is also presented. 

 

 
a) torque provided by the slot no.1 

 
b) torque for the slot no. 2 

 
c) torque for the slot no. 3 

 
d) torque for the slot no. 4 
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e) torque provided by thr slot no.5 

Fig.10. Variation curves for a pole pair for the torque provided by the 
currents passing the conductors of a slot. 

 
a) torque harmonics in the slot no. 1 

 
b) torque harmonics for the slot no. 2 

 
c) torque harmonic in the slot no.3 

 
d) torque harmonics for the slot no. 4 

 
e) torque harmonics for the slot no.5 

Fig.11. Harmonic spectrum for the torque curves presented in fig.5. 

 
a) slot no. 1 

 
b) slot no. 2 

 
c) slot no. 3 

 
d) slot no. 4 
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e) slot no.5 

Fig.12. Variation curves for a pole pair, for the continuous component, 
the second order harmonic and their sum. 

TABLE III. Analysis of slot torque for a period 

 Torques  Distortion 
factor 

Slot 
no. 

Average value 
Mmed [Nm] 

Important harmonics 
Mk [Nm] 

Kdis 

[%] 
1 0.075 M2=0.042 M8=0.009 51.03 
2 0.048 M2=0.067 M6=0.018 83.59 
3 0.019 M2=0.077 M4=0.022 97.63 
4 0.035 M2=0.029 M6=0.008 66.32 
5 0.088 M2=0.051 M4=0.026 56.92 

CONCLUSIONS 
The research carried out has aimed at analyzing the caus-

es which produce total torque oscillations, in the most fa-
vourable case, meaning six-pulse supply, direct sequence of 
phases and γ = 294o  – control angle of the a - phase cur-
rent.  

The simulations presented before and the results filled 
in the Table III show that we have five classes of slots rela-
tively to the magnitude of the torque provided and the fact 
that all slots are active, meaning the average torque devel-
oped is in the rotation sense. The torques computed for slots 
classes are within the minimum limit, Mmin= 0.029 Nm, and 
the maximum one, Mmax= 0.077 Nm. 

The slots belonging to the classes I (six) and V (three) 
have an accepted value of the average torque and a small 
distortion factor, kdisMcr.I =51.03% and kdisMcr.V=56,92%. 

The slots belonging to the classes  II (three) and III 
(three) have high average torques, but they also have a high 
distortion factor, kdisMcr.II =83.59% and kdisMcr.V=97.63%. 

The slots belonging to the class IV (four) produce the 
smallest torque, with a distortion factor kdisMcr.IV=66.32%. 

This is the explanation for high torque oscillations which 
occur in brushless direct current motors. An almost constant 
torque cannot be obtained with this motor, but it is possible 
to be close to fulfilling this requirement.  

The torque variation for a pole pair is a major draw-
back and it is explained by an imperfect commutation of 
the phase currents and by the position occupied by slots 
in the inductor magnetic field. 

The high inertia moment of the rotor and the high 
speed decrease the speed oscillations caused by the 
torque variations. A speed reaction loop and a performant 
control system can reduce substantially the torque oscilla-
tions at low speed.  
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Abstract – The paper studies the implementation of a new 
transformer station in a network designed to take over some 
of the existing consumers, to provide the necessary energy 
for a number of new consumers and a reserve for future 
new connections to the electricity grid. By creating a fuzzy 
model, a number of rules have been created to highlight the 
power consumtion regimes, manifested at the level of the 
transformer station. Also, the possibility of optimizing and 
taking over from existing clients was created so that a 
balance and an optimization can be created regarding the 
disposition of the consumers on each station. 

Cuvinte cheie: bare încapsulate, curenţi mari, model magnetic, 
model termic în regim staţionar,probleme cuplate. 

Keywords: encapsulated busbars, high currents, AC magnetics 
model, steady-state heat transfer model, coupled problems.

I. INTRODUCTION 
The major changes in the structure of electricity      

networks illustrate the decentralization of these systems 
and generate a huge amount of data, which must be         
processed efficiently. The management of these networks 
begins by processing-more and more in real time the      
information provided from the field. [2]. 

The use of artificial intelligence in the energy field can 
be found in studies on the integration of production from 
renewable sources, forecasting of electricity conversion 
and their price, power quality control, improving the 
stability of electricity systems.  

The paper is intended to be a way to present the              
advantages of using computer algorithms or even artificial 
intelligence in the process of managing electrical               
networks. 

The analysis in this paper is based on a hypothetical 
study, for an electrical network that supplies both              
household and non household consumers, single-phase 
and three-phase, as well as prosumers with photovoltaic 
panels, which will generate only during the day and for 
which the weather conditions were neglected. Thus, a 
generalized, optimal regime was analyzed, which     
theoretically applies in ideal conditions manifested daily. 

The main objectives pursued were: 
- defining the area of interest; 
- creation of rules for highlighting the power consumption 
regimes manifested at the level of the transformer stations; 
- establishing the time intervals in which the analysis was 
carried out; 
- graphic highlighting by variation of the input data, of the 
different operating regimes for the electrical network. 

II. TRANSFORMER STATION
Among critical electrical assets, the power transformer 

is probably the most representative [2] 
A substation is a downstream transformer substation 

with a power of up to 2500 kVA, designed to supply low 
voltage (up to and including 1 kV) to consumers. 

A substation consists of MV connection equipment 
(20 or 6 kV), one or more MV/LV transformers and LV 
switchboards, [7].   

In relation to the grounding, the transformation 
stations can be divided into three categories, namely: 

a. Overhead substations mounted on concrete (rarely
wooden) poles, with relatively low power transformers, 
usually between 20 and 250 kVA and usually intended to 
supply low voltage consumers in rural areas. 

b. Above ground transformation stations; this positions
are performed in the following variants: 

b.1. substations in metal cabins, prefabricated, usually 
used for temporary supply, site (rarely for normal urban 
supply), with powers between 100 and 1000 kVA; 

b.2. transformation stations in above ground rooms, 
realised in specially built wall cabins or on the ground 
floor of apartment blocks in some rooms specially 
reserved and arranged for the transformation station or in 
specially reserved rooms in the technological premises of 
industrial enterprises. 

c. Underground transformation stations, built in an
underground construction, in places where for various 
reasons (such as urban systematization), it is not allowed 
to build an underground construction. 

III. FUZZY LOGIC
Fuzzy logic is a fascinating field of research because it 

makes a very good connection between meaning and 
accuracy. 

The advantages of using fuzzy logic over other methods 
are: 

a. is easy to understand, because it uses simple
mathematical concepts;

b. it is flexible because it starts from information
with a greater or lesser degree of inaccuracy;

c. can model nonlinear functions with arbitrary
complexity; a fuzzy system can be created,
starting from any set of input-output data;

d. is based on natural language, ie the language of
human communication;
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e. can be combined with conventional control                  
techniques. 

Fuzzy sets start from the fundamental idea that if X is 
the “total” set, any subset A, in the classical sense, of X, 
can be identified with its characteristic function [4]: 

 
  fA:X→{0,1}   (1) 

 

where 
( )
( )




==
≠=

Ax,1xf
Ax,0xf

A

A  

 
The fuzzy subset A of X is defined by a membership 

function:  
 

fA:X→[0,1]   (2) 
 

A membership function is a curve that defines how 
each point in the definition domain is assigned a 
membership value (degree) between 0 and 1. 

The usual operations of classical set theory (reunion, 
intersection, complement, etc.) can be repeated in the case 
of fuzzy sets, in terms of the function of membership. 

 

IV. PROPOSED MODEL 
The analyzed MV/LV substation feeds both                  

single-phase and three-phase household and                            
non-household consumers.  

Prosumers are also connected to the transformer 
station, ie consumers who can store and sell electricity 
produced from renewable sources [3, 5]. 

To determine the power consumed in a transformer 
station, we will use the graphical user interface (GUI) in 
the Fuzzy Logic Toolbox module of the Matlab 
application. 

 

In the Fuzzy Logic Toolbox module there are 5 
graphical interfaces to use for building, editing and                
observing a problem: Fuzzy Interface System, Fuzzy           
Editor (FIS Editor), Membership Function Editor, Rule 
Editor and Rule Viewer. 

The proposed fuzzy system has four inputs (period, 
type of source, consumer category and installed power) 
and one output (power consumed). 

In the first stage, the functions of the membership are 
established for the inputs and outputs of the fuzzy system. 

The membership functions will be trapezoidal 
functions, with 4 value ranges each, covering the entire 
range of installed power values. 

 
 

 
Fig. 1. Fuzzy simulator interfaces. 

 
The membership functions for the system inputs and 

outputs are shown in Figures 2÷6. 
 
 

 

 
Fig. 2. Membership functions for the the time period: morning (0 0,2 5 5,5), day (5 6 18 19), evening (18.5 19 23.8 24). 
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Fig. 3. Source type membership functions: single phase (2 5 6 7) and three-phase (10 15 20 25). 

 

 
Fig. 4. Consumer functions: household (2 5 6 7), prosumer (5.5 7.5 9 10) – only applicable for day time and non-household (8 12 20 25). 

 
Fig. 5. Belonging functions for installed power: small (0 0 3 5), large (9 15 20 25), generator (2 4 8 10) – was considered for consumers who only 

generate in the network, without having individual consumption. 

 
Fig. 6. Membership functions for power consumption: very low (1 1.5 4 5), low (2 5 7 10), medium (7 8 10 12), high (11 13 15 19)                                    

very high (15 16 24 25). 
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In the second stage, the rules used to create the fuzzy 
diagram will be established and implemented, depending 
on the time period: 

a. night: 
* three-phase consumer – household – low installed 

power =>low consumption 
* three-phase consumer – household – high installed 

power =>medium consumption 
*single phase consumer – household – low installed 

power => very low consumption  
* single phase consumer – household –  high installed 

power => low consumption  
* three-phase consumer – non-household – low                      

installed power => medium consumption 
* three-phase consumer – non-household – high                      

installed power =>very high consumption 
* single phase consumer – non-household – low                    

installed power => low consumption  
* single phase consumer – non-household – high                   

installed power =>high consumption 
b. day: 
* three-phase consumer – household – low installed 

power => low consumption  
* three-phase consumer – household – high installed 

power => medium consumption 
* single phase consumer – household – low installed 

power => very low consumption 
* single phase consumer – household – high installed 

power => low consumption  
* three-phase consumer – non-household – low                   

installed power => medium consumption  
* three-phase consumer – non-household – high                   

installed power =>very high consumption 
* single phase consumer – non-household – low                    

installed power => low consumption  
* single phase consumer – non-household – high                  

installed power =>high consumption 
*prosumers – three-phase – low installed power => low 

consumption  
* prosumers – three-phase – high installed power 

=>medium consumption 

* prosumers – single phase – low installed power => 
very low consumption 

* prosumers –single phase – high installed power => 
low consumption  

* prosumers – three-phase – generator => low                          
consumption  

* prosumers – single phase – generator => very low 
consumption 

 
c. evening: 
* three-phase consumer – household – low installed 

power => low consumption 
* three-phase consumer – household – high installed 

power => medium consumption  
* single phase consumer – household – low installed 

power => low consumption  
* single phase consumer – household – high installed 

power => medium consumption  
* three-phase consumer – non-household – low                     

installed power => medium consumption  
* three-phase consumer – non-household – high                    

installed power => very high consumption  
* single phase consumer – non-household – low                 

installed power => low consumption  
* single phase consumer – non-household – high                  

installed power => high consumption 
In the third stage, the output values are obtained, the 

inputs in the fuzzy system and the activated rules are 
shown in Figure 7 and 8. Depending on the values set for 
the 4 inputs, an answer will be established which                      
represents the power consumed. 

The fuzzy simulator from the Matlab application also 
allows the generation of results in the form of                        
three-dimensional surfaces (Figures 9÷11). 

 
 
 
 
 

 
Fig. 7. The rules used to create the fuzzy diagram 
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Fig. 8. For non-household, three-phase consumers who have a high installed power, variations are observed for three periods of time (morning, day, 

night) of the energy consumed due to the compensation of the prosumers during the day. 

 
Fig. 9.  View as “surface” for consumed power taking into account the time period and installed power. 

 
Fig. 10. View as “surface” for consumed power taking into account the time period and the category of consumers. 
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Fig. 11. View as “surface” for consumed power taking into account the installed power and the category of consumers. 

 
Of course, variations in these indices can be greatly 

customized and the level of accuracy can increase with a 
more accurate approach to input data, Also, with the                  
optimization for the area of interest of the operation                
regime of the prosumers, more realistic data can be                 
obtained in accordance with the topographic,                    
meteorological, atmospheric data  etc. 

V. CONCLUSIONS 
Although it seems a difficult and complicated process 

to create correct diagrams, it must be borne in mind that 
the network administrator interacts only with the graphical 
interface, which is much easier to use and interpret. 
The advantage of using artificial intelligence in electrical 
networks through the use of a graphical interface, has a 
clear advantage due to easy use but also the possibilities of 
network efficiency thus reducing losses and at the same 
time ensuring continuity in power supply to consumers. 
As perspectives of the applications of computational             
intelligence in energy, a bridge is currently being created 
between the pool of producers and that of electricity               
consumers beyond the electricity transmission and                  
distribution network: the electricity storage facilities. 
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Abstract – Researchers and practitioners interested in the 
operation, monitoring and diagnosis of electrical equipment 
(such as: transformers, motors and generators, circuit 
breakers, etc.) know that in order to ensure a safe operation 
of such equipment it is necessary to know, among other 
things, the condition of the insulation system. This is one of 
the essential information to know because about 40% of 
failures which occur in the operation of the electrical 
equipment are due to insulation breakdown; in some cases 
they can reach even close to 100%. In this context this paper 
proposes the presentation of several modern methods and 
equipment for the study and analysis of physical and chemi-
cal properties (namely: analysis of water content, density 
and interfacial tension, dissolved gas analysis and furan 
components determination) and electrical parameters 
(namely: determination of loss factor and relative permittiv-
ity) of transformer oil. Samples of transformer oil type 
MOL TO 30.01 (uninhibited electrical insulator, non-
additive), new StaSo Transformer Oil I (high quality inhib-
ited insulating oil) and TR 30 oil were studied. Two samples 
were collected directly from the original barrel, two samples 
were collected from the transformer tank after dielectric 
tests at the transformer’s manufacturer and also two sam-
ples of used TR 30 oil were collected from two transformers. 
The tests were carried out in an accredited laboratory with 
calibrated equipment. The results highlighted the properties 
of each analyzed sampled. The interpretation of the results 
emphasized the qualities and defects of each analyzed oil 
sample and whether or not they fit the standards in the 
field. 

Cuvinte cheie: ulei de transformator, factor de pierdere, per-
mitivitate relativă, tensiune interfacială, analiza gazelor 
dizolvate. 

Keywords: transformer oil, loss factor, relative permittivity, 
interfacial tension, dissolved gas analysis. 

I. INTRODUCTION 
From the practice of operation and maintenance of elec-

trical equipment (transformers, motors and generators, 
etc.) it is known that, in order to ensure a safe operation 
and functionality, it is necessary to know, among other 
things, the condition of the insulation system, because 
about 40% of malfunctions which occur in operation are 
due to damaged insulation. In some cases, this percentage 
can even reach close to 100% [1-3]. 

Therefore, ensuring a safe and long-lasting operation of 
electric power transformers, an important and essential 
element in the electricity transmission and distribution 
system, is a permanent concern and a main objective for 
both manufacturing companies and users [3]. 

The insulation system of electrical equipment, in gen-
eral, is subjected, during the entire operation, to a complex 
of stresses: electrical, mechanical, thermal etc. Thus, in 
the case of an electrical transformer, its insulation system 
must withstand and transmit at the same time to the cool-
ant (transformer oil) the heat developed in the various 
construction elements (windings, magnetic circuit) [1, 4, 
5]. Electrical insulation systems do not withstand the sud-
denly degradation process, but under the action of various 
stresses the insulation gradually undergoes irreversible 
structural transformations, which causes their electrical 
characteristics to worsen. 

The ageing degree is determined by the variation of the 
values of the dielectric material parameters at a given 
time, compared to the initial values of these parameters. 
The ageing rate is different if all the electrical, thermal, 
and mechanical stressors act simultaneously, separately or 
in a certain sequence [ 4, 6]. 

Transformer faults generally result from the long term 
degradation of oil and paper due to the combination of 
heat (pyrolysis), moisture (hydrolysis) and air (oxidation). 
Due to electrical and thermal stresses that in-service pow-
er transformer experiences, oil and paper decomposition 
occurs, resulting in a number of gases related to the cause 
and effect of various faults. Gases produced due to oil 
decompositions are hydrogen (H2), methane (CH4), acety-
lene (C2H2), ethylene (C2H4) and ethane (C2H6), while 
carbon monoxide (CO) and carbon dioxide (CO2) are 
mainly produced by paper decompositions and can be 
used as a trigger source for paper monitoring [7]. 

In the ageing process transformer oil undergoes struc-
tural changes due to the decomposition of constituent ali-
phatic, naphthenic and aromatic hydrocarbons [5]. 

Therefore, in the maintenance activity of the electrical 
transformers it is necessary to carry out a permanent 
monitoring of the electrical, physical and chemical param-
eters of the transformer oil. 

Insulation degradation is a major concern for these aged 
transformers. Insulation materials in transformers degrade 
at higher operating temperatures in the presence of oxygen 
and moisture. Practicing engineers currently use a number 

19

Annals of the University of Craiova, Electrical Engineering series, No. 46, Issue 1, 2022; ISSN 1842-4805 eISSN 2971-9852

DOI: 10.52846/AUCEE.2022.04



of modern diagnostic techniques to assess the insulation 
condition of aged transformers [8]. 

Thus, in this paper we propose to present offline meth-
ods and modern equipment used for the study and analysis 
of physical and chemical properties (analysis of water 
content, density and interfacial tension, dissolved gas 
analysis, and determination of furan components) and 
electrical properties (determination of loss factor tanδ and 
relative permittivity εr) of the transformer oil. 

Samples of transformer oil type MOL TO 30.01 (unin-
hibited electrical insulator, non-additive) and new StaSo 
Transformer Oil I (high quality inhibited insulating oil) 
were studied: two samples collected directly from the 
original barrel, two samples collected from the transform-
er tank, after dielectric tests at the transformer’s manufac-
turer; there were also studied two samples of used TR 30 
oil, collected from two transformers. 

The experimental determinations were carried out in the 
specialized laboratory, within The National Research, 
Development and Testing Institute for Electrical Engi-
neering - ICMET Craiova . 

II. SOME ASPECTS REGARDING THE LIQUID ELECTRICAL 
INSULATING MATERIALS  

The liquid electrical insulating materials are those that 
are in a liquid state during the entire period of use and 
operation [1]. This category of electrical materials in-
cludes both natural and synthetic electrical insulating oils. 

The chemical structure of oil is very complex, oil being 
made up of a large number of hydrocarbon and non-
hydrocarbon molecules. The hydrocarbons consist of par-
affins, naphthenes and aromatics. The non-hydrocarbons 
consist of acids, esters, alcohols, ketones, iron and copper. 
The chemical composition of the oil can have significant 
effects on the properties it exhibits such as oxidation be-
havior and dielectric strength [9]. 

Most liquid electrical insulating materials are flamma-
ble, which requires a lot of attention and caution in opera-
tion. Likewise, these materials are oxidizable, from this 
chemical process resulting gases, water, acids etc. which 
are factors that lead to changes in their dielectric proper-
ties [10]. 

Mineral oils are achieved by the frequent distillation of 
crude oil. Therefore, from a chemical point of view, min-
eral oils constitute a mixture of naphthenic, aromatic and 
paraffinic hydrocarbons [10, 11]. 

For the cleaning of unstable chemical impurities, the 
oils are subjected to the refining process. The refining 
process consists, in essence, in the treatment with sul-
phuric acid, neutralization with alkaline solution, washing 
with water, drying and settling. Another efficient method 
of refining is that of the Romanian engineer Lazăr 
Edeleanu, known in the literature as the "Edeleanu pro-
cess", which is based on the specific solubility of some 
classes of hydrocarbons in liquid sulphur dioxide [1,10]. 

Transformer oil, being a non-polar material, has a low 
value of relative permittivity (εr = 2.2 .... 2.4) and the loss 
factor tanδ is dependent on the temperature, increasing 
with temperature due to the increase of electrical conduc-
tivity. The increase in temperature also influences the val-
ue of the dielectric strength due to the increase in the oxi-
dation rate, the solubility rate and the water emulsifica-
tion.  

Ageing, wear and therefore degradation of the dielectric 
properties of transformer oils are favored by factors such 
as the presence of oxygen, high temperature, electric field, 
electric arc, light and some metals [11]. 

III. EXPERIMENTAL RESULTS AND ANALYSIS OF SOME 
TRANSFORMER OILS  

A. Test Samples 
For the study of some physical, chemical and electrical 

properties of the transformer oil, samples of transformer 
oil type MOL TO 30.01 (uninhibited electrical insulator, 
non additive) and new StaSo Transformer Oil I (high qual-
ity inhibited insulating oil) were used in this paper: two 
samples collected directly from the original barrel, two 
samples collected from the transformer tank after dielec-
tric tests at the transformer’s manufacturer; there were 
also studied two samples of used TR 30 oil, collected from 
two transformers. 

The experimental determinations were carried out in the 
specialized laboratory, within The National Research, 
Development and Testing Institute for Electrical Engi-
neering - ICMET Craiova. 

Before starting the test, in order to facilitate the recog-
nition of each type of analyzed oil during the tests, a cod-
ing of them was carried out to ensure their identification 
[1]. In table I this coding is presented. 

B. The Experimental Determinations 

1) Visual Analysis  
The visual examination is applicable to electrical insu-

lating liquids that have been used in transformers, oil cir-
cuit breakers or other electrical apparatus as insulating or 
cooling media, or both. Poor transparency, cloudiness or 
the observation of particles indicates contamination such 
as moisture, sludge or other foreign matter [1,12]. 

A first analysis of the oils is the visual analysis which 
aims to establish the degree of clarity, transparency, ap-
pearance of the oil. Colour is often used as a qualitative 
method. 

The colour of the oils, depending on the condition of 
the insulation system, is in the range from yellow-
colourless to brown and intensifies by use when the oils 
become opaque by wear during the operation of power 
transformers [ 5]. In Fig. 1[1] the studied samples are de-
picted. 

TABLE I.  

IDENTIFICATION CODES OF TESTED OILS 

No. 
Identification codes of tested oils 

Oil type  
Code assigned for 

experiment 

1 StaSo Oil, new, inhibited insulat-
ing oil S100 

2 StaSo Oil collected from the 
transformer tank after stand tests S102 

3 MOL TO 30.01RO oil, new, 
uninhibited M200 

4 
MOL TO 30.01RO oil collected 
from the transformer tank after 
stand tests 

M202 

5 TR 30 oil, used, reddish color 300 

6 TR 30 oil,used, brown 400 

 

20

                    Annals of the University of Craiova, Electrical Engineering series, No. 46, Issue 1, 2022; ISSN 1842-4805 eISSN 2971-9852



 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is observed that S100 oil sample is clear, while a 

slight coloration appears at the S102 sample (oil after tests 
in the stand) and it is no longer so clear. The same obser-
vation is made for M200 and M202 oil. In the case of 
used oils codes 300 and 400, their reddish-brown colour 
is observed, which attests the state of advanced wear. 

2) The Analysis of Water Content From The Oil 

Water content in insulation materials increases its 
electric conductivity and dissipation factor and reduces 
dielectric strength [ 14]. 

The moisture in transformer is generated from several 
sources: remaining moisture in insulation during manu-
facturing, humid air from outside during transportation 
and/or assembling in substation, humid air from outside 
through the breather (non-sealed), moisture ingress 
through gaskets, chemical decomposition of cellulose, 
moisture absorption from outside during some mainte-
nance operations such as on site control of active part or 
bushing replacement, topping-up of oil level made with 
humid oil (non-dried) [ 12]. 

Water is, therefore, one of the most important factors, 
which affects the life of the electrical insulation system of 
the power transformer. Water can exist in the transformer 
in several forms [1,5]: 

 free water at the bottom of the tank; 
 ice at the bottom of the transformer tank; 
 water in the form of emulsion, highlighted by 

determining tan δ; 
 dissolved water, which is determined by the Karl 

Fischer method; 
 free water, in the situation when the oil satura-

tion is exceeded and the formation of small 
drops of water begins. 

The water solubility in transformer oil increases with 
temperature and oil neutralization index. The water ab-
sorption capacity of the electrical insulating mineral oil 
increases rapidly with increasing temperature (about 4-5 
times higher at a temperature of 80°C than at a tempera-
ture of 20°C) [5]. This analysis, on the water content, is 
carried out in the laboratory using a device called coulo-
metric titrator, which uses the Karl Fisher analysis meth-
od, the result being reported as the concentration of water 
in ppm (parts per million). 

 

 

 

 

 

 

 

 

 

 

 
TABLE II.  

THE EXPERIMENTAL RESULTS 

No. 

The experimental results achieved regarding the 
amount of water contained in the oil 

Code assigned 
for experiment 

Water content in ppm 

Maximum 
allowed 
value ac-
cording to 
the regula-
tion PE 129-
99 

1 S100 21.16 

30 ppm 

2 S102 24.72 

3 M200 26.54 

4 M202 11.17 

5 300 29.87 

6 400 38.21 

 

Fig. 2 shows the coulometric titrator type Karl-Fisher 
model CA-21, manufactured by Mitsubishi Japan used in 
the experimental results. In table II [1] the obtained ex-
perimental results are presented. 

3) Determination of Electrical Insulating Oil Density 
and Interfacial Tension 

Some theoretical aspects regarding the interfacial ten-
sion are worth specifying. It is known from chemistry and 
specialized literature that at the fluid interface, the Van 
der Waals type forces are no longer compensated but 
have an inward-oriented resultant. Thus, the potential 
energy of the molecules inside the fluid is lower than at 
the surface and consequently additional energy is distrib-
uted on the free surface. To create 1 cm2 of free surface it 
is necessary to consume energy equal to the interfacial 
voltage. The interfacial tension at the surface of a fluid is 
determined by evaluating the force perpendicular to any 
segment placed on the surface of the fluid and relative to 
its length. The interfacial tension is quantified as a force 
per unit length, equivalent to the energy per unit area of 
the fluid. It is expressed in [N/m] in the international sys-
tem or [dyne/cm] [1,6, 13]. The analysis for determining 
the density and the interfacial force is carried out accord-
ing to the STAS 9654-74 standard. 

Fig. 1. The studied oil samples. 
Fig. 2. The image of the Karl-Fisher coulometric titrator 

model CA-21 used in the experimental results. 
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TABLE III.  

THE EXPERIMENTAL RESULTS 

NR. 

The experimental results on the determination of densi-
ty and interfacial force 

Code assigned for 
experiment 

Density 
(g/cm3) 

Interfacial 
tension 

(dyne/cm) 

1 S100 0.867 40.27 

2 S102 0.870 39.99 

3 M200 0.849 37.01 

4 M202 0.854 29.27 

5 300 0.871 24.86 

6 400 0.873 16.57 
 

The equipment used for the practical determination of 
oil density and interfacial tension is the tensiometer type 
Sigma 702ET, produced by KSV Instruments Finland  
and equipped with thermostatic bath LAUDA RA 104, 
shown in Fig. 3. The tensiometer is provided with an arm 
in which it is hanged either a glass ball (to determine the 
oil density) or a Du Noüy ring (to determine the interfa-
cial tension). The Du Noüy ring is a thin platinum wire 
ring with a circumference of 9.545 mm, from which a 
hook is welded, also made of platinum wire.The experi-
mental results are depicted in table III [1]. 

4) Dissolved Gas Analysis (DGA) 

Dissolved gas analysis (DGA) is one of the most widely 
used diagnostic tools for detecting and evaluating faults in 
electrical equipment filled with insulating liquid. Howev-
er, interpretation of DGA results is often complex and 
should always be done with care, involving experienced 
insulation maintenance personnel [14]. 

The equipment with which this analysis is performed is 
the gas chromatograph type CLARUS 600, model 4087, 
produced by PerkinElmer USA. Chromatographic separa-
tion is based on the differentiated interaction of the com-
ponents of a test against two phases, called: stationary 
phase and mobile phase (moving in relation to stationary 
phase). 

The process takes place in a chromatographic column, 
or on the surface plan of a plate on which the stationary 
phase is deposited. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Chromatographic analysis is a coupled process between 

chromatographic separation and determination (detection) 
of separate compounds (process that is based on measur-
ing a physical property). 

The chromatogram represents the time dependence of 
the property measured by the chromatographic system 
detector. In a chromatogram we find chromatographic 
peaks and a baseline (constant or variable). Chromato-
graphic separation of a mixture of n components should 
result in a chromatogram with n chromatographic peaks.  

The chromatographic signal is called the chromato-
graphic peak, the shape of which actually represents an 
image of the distribution equilibrium of the analyzed mol-
ecules between the mobile phase and the stationary phase, 
which occur in the chromatographic column [7].  

Dissolved gas analysis was made for all the oil samples 
presented above. Below, the chromatogram for one of the 
cases is presented (oil-code 202). From the analysis of the 
chromatogram in Fig. 5, it is observed that the analyzed 
oil shows small peaks for the following gases: O2, N2, 
CH4, C2H6, C2H4, C2H2, CO, CO2, aspect that denotes 
their presence in the composition of the analyzed oil.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The image of the tensiometer type KSV Sigma 
702ET used in experiments.  

Fig. 4. The image of the chromatograph type CLARUS 600        
that was used in tests 

Fig. 5.  The chromatogram obtained for                 
the analysis of oil code 202. 
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From the analysis of the other studied oils, their 
chromatograms did not detect the presence of dissolved 
gases. 
    5) The Furans Determination 

The furanic compounds that are mainly produced due to 
paper oxidation and hydrolysis processes could be directly 
extracted from the oil to characterize the thermal decom-
position of insulation paper. The furan concentration in 
transformer oil depends on the mass ratio between oil and 
cellulose [15]. 

Furans are major degradation products of cellulose in-
sulation paper and are found in the insulation oils of oper-
ational transformers [8].  

The analysis was performed according to the standard 
SR EN 61198: 2004 [16]. 

This analysis was performed using HPLC 1100 High 
Performance Liquid Chromatograph, manufactured by 
SHIMADZU CORPORATION KYOTO Japan (Fig. 6). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
In principle, this analysis consists in determining the 

2-furfural and its derivative compounds from the electrical 
insulating oil by the method of separating the elements 
into columns, characterized by different specific wave-
lengths and transferring them to a detector with a different 
degree of light absorption. It determines a distinct chroma-
ticity for each detected furan component; it is called high 
performance liquid chromatography (HPLC). 

Five furan derivatives are related with cellulosic insula-
tion degradation in transformer oil; 2-Fulfural (2FAL), 2-
Fulfurol (2FOL), 5- Hydroxy methyl-2-furfural (5HMF), 
5-Methyl-2-furfural (5MEF) and 2-Acetyl furan (2ACF) 
[15]. 

 

 

 
Fig.7. The content of furanic components in used oil code 400. 

 

The analysis of the obtained results showed only in the 
case of the test of the oil code 400 (TR 30 oil, used, 
brown) the presence of the components 5-HMF (5-
Hydroxy methyl-2-furfural) and 2-FAL (2-Fulfural). 

 
6) Determination of the Dielectric Loss tanδ and The 

Relative Dielectric Permittivity εr  at 90°C  
These determinations are carried out simultaneously 

using a tester manufactured by BAUR Austria, shown in 
Fig. 8. The tests were carried out according to IEC 
60247: 2004 [17]. The experimental results are presented 
in Table IV [1]. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE IV.  

THE EXPERIMENTAL RESULTS  

No. 
The experimental results for tanδ and εr 

Code assigned for 
experiment 

tan δ 
εr 

1 S100 0.0030 2.12 

2 S102 0.0117 2.13 

3 M200 0.0041 2.09 

4 M202 0.0244 2.10 

5 300 0.0103 2.14 

6 400 0.0888 2.17 

 

C. Analysis of Experimental Data 

 
From the analysis of the results presented in Table II, 

it is observed that the oil code 400 (used oil) exceeds the 
value of 30 ppm and the oil code 300 (also a used oil) has 
the amount of water very close to the limit value (29.87 
ppm compared to 30 ppm). The other oil samples comply 
with the regulations. 

In terms of density, according to [18], all analysed 
samples correspond to a density of less than 0.895 g/cm3. 

The interfacial tension is considered appropriate ac-
cording to PE 129-99, if it has a value higher than 20 
dyne/cm. From the data presented in Table III, it can be 
seen that only oil code 400 (used TR-30 oil) does not 
correspond. 

Fig.8. The  image of the BAUR DTLC tester. 

Fig. 6. The image of the High Performance Liquid Chromatograph 
(HPLC 1100). 

23

                    Annals of the University of Craiova, Electrical Engineering series, No. 46, Issue 1, 2022; ISSN 1842-4805 eISSN 2971-9852



According to [17], the dielectric loss factor tanδ must 
be a maximum of 0.004. It can be seen from the data rec-
orded in Table IV that only the oil sample code 400 (used 
TR 30 oil) exceeds this value. 

The value of the relative permittivity εr determined 
experimentally and recorded in Table IV falls within the 
known limits of the literature [10, 11]. 

IV. CONCLUSIONS 
As it is known, both from practice and from the spe-

cialized literature, the deterioration of the insulation sys-
tem is the major cause of transformer problems and fail-
ure. Thus, a first stage in establishing a proper electrical 
insulation is carried out in the design and testing phase of 
the equipment for choosing the best electrical insulation 
materials, with high performance. 

In the operation phase of electrical equipment (elec-
tric motors and generators, electrical transformers, circuit 
breakers etc.), the maintenance activity aims to monitor 
the proper functioning of the electrical equipment. 

In the case of electrical transformers, indispensable 
elements in electricity transmission and distribution net-
works, online and offline monitoring of the state of elec-
trical insulation (solid and liquid) ensures their proper 
functioning by preventing the occurrence of fails that 
could occur and can disturb various economic processes. 

It is known from the literature and practice that trans-
former oil plays a key role in the proper operation of 
transformers. The analysis of transformer oil can reveal 
several types of anomalies (electrical, thermal defects, 
premature ageing, loss of insulation capacity etc.). 

This paper proposed and presented some of the mod-
ern methods of offline analysis of physical, chemical and 
electrical properties of transformer oil (determination of 
water content, density, interfacial tension, dissolved gas 
analysis, determination of furan components, relative 
permittivity and loss factor). Samples of transformer oil 
type MOL TO 30.01 (uninhibited electrical insulator, 
non-additive) and new StaSo Transformer Oil I (high 
quality inhibited insulating oil) were studied: two samples 
collected directly from the original barrel, two samples 
collected from the transformer tank, after dielectric tests 
at the transformer’s manufacturer; there were also studied 
two samples of used TR 30 oil, collected from two trans-
formers. 

The achieved results showed that the oil samples type 
MOL TO 30.01 and StaSo Transformer Oil I, taken from 
the original barrel and from the transformer tank after 
specific stand tests of the electrical transformer corre-
spond to the norms in force, while the oil samples type 
TR 30 taken from transformers with many hours of op-
eration show signs of ageing [1]. 

Future studies will focus on the comparative analysis 
of other physical, chemical and electrical properties that 
feature the state of wear of transformer oil as well as the 
analysis of the solid-liquid insulation system (cellulose 
type insulation impregnated with transformer oil). 

 

ACKNOWLEDGMENT 
 
Source of research funding in this article: Research 

program of the Electrical Engineering Faculty, financed 
by the University of Craiova. 

 
Contribution of authors: 
First author – 25% 
First coauthor –35% 
Second coauthor – 16% 
Third coauthor- 8% 
Fourth coauthor- 16% 
 
Received on August 27,2022 
Editorial Approval on November 23, 2022 

REFERENCES 
[1] M.E. Ardeleanu, I.G. Sîrbu, D. G. Stănescu,  I.M. Burciu, and A. 

Scornea, “Modern methods of analysing the transformer oil,” 
Proc. of the 2021 Int. Conf. on Electromechanical and Energy 
Systems (SIELMEN), Oct. 6-8, 2021, Iaşi, Romania, pp. 288-292. 

[2] M. Ghiorghiu, C.  Ghiorghiu, and D. Zlatanovici, Checking The 
Insulation of Electrical Equipment (in Romanian: Verificarea izo-
lației echipamentelor electrice), Bucharest: Tehnică, 1984. 

[3] G. Tănăsescu, P.  Noținger, and others, “Online monitoring and 
diagnostic system (SMD) for AT 3200 MVA 220/110 kV from 
Turnu-Măgurele substation” (in Romanian: “Sistem de monitor-
izare și diagnosticare (SMD) on-line pentru AT 3200 MVA 
220/110 kV din stația Turnu-Măgurele”), Proc. of the 5th National 
Symposium - Optimization of energy services, Buzău, Romania, 
2008.  

[4] M. Șerban, “The extension of the activities of producing high 
voltage transformer oils in specific industrial in Romanian enter-
prise,”  Proc. of the 31-th Annual Congress of the American Ro-
manian Academy of Arts and Sciences (ARA), July,2007, Brasov, 
Romania, pp.214-218. 

[5] M. Fătu, “Studies on improving the quality of transformer oils” 
Ph.D.Thesis, Transilvania University of Brasov, 2015, Brasov, 
Romania.  

[6] M. Şerban, E. Helerea. and A. Munteanu, “Ecological vegetal oils 
and their competition with mineral electroinsulating oils,” Proc.  
of the BRAMAT Int. Conf., Feb., 2009, Braşov, pp.6- 21. 

[7] D.K Mahanta and S. Laskar, “Electrical insulating liquid: A re-
view,” in Journal of Advanced Dielectrics, Vol.7, No.4, 2017, pp. 
1730001-1-1730001-9. 

[8] T.K. Saha, “Review of modern diagnostic techniques for assessing 
insulation condition in aged transformers,” in IEEE Trans. on Die-
lectrics and Electrical Insulation, vol.10, no.5, Oct. 2003, pp.903-
917. 

[9] A.C. Power, “Development in the Interpretation of Power trans-
former Dissolved Gas Analysis Results,” Master of engineering 
science degree, University of New South Wales, 1992. 

[10] Ch. Popescu, A. Ifrim, and others, Electrotechnical Materials. 
Properties and Uses (in Romanian: Materiale electrotehnice. Pro-
prietăți si utilizări), Bucharest: Tehnică, Romania, 1976. 

[11] A. Ifrim and P. Notingher, Electrotechnical Materials (in Romani-
an Materiale electrotehnice), Bucharest: Didactică si Pedagogică, 
Romania, 1979. 

[12] J.S. N’cho, I. Fofana, Y. Hadjadj, and A. Beroual, “Review of 
physicochemical-based diagnostic techniques for assessing insula-
tion in aged transformers”, in Power Transformer Diagnostics, 
Monitoring and Design Features, Edited by Issouf Fofana, 2018,  
https://www.mdpi.com/journal/energies/specialissues/power-
transformer. 

[13] S.S. Gabrian, C. Gabrian, A. Roșca, and D. Roșca, “Interpretation 
of interfacial tension on mineral oils used as carriers of electrical 
current of high voltage,” Proc of the XVth Int. Multidisciplinary 

24

                    Annals of the University of Craiova, Electrical Engineering series, No. 46, Issue 1, 2022; ISSN 1842-4805 eISSN 2971-9852



Conference Professor Dorin Pavel-founder of Romanian hydro-
power, Sebeș, Romania, 2015, pp.289-296. 

[14] SR EN 60599/2016, “Electrical equipment in service filled with 
mineral oil. Guide for the interpretation of dissolved gas and free 
gas analysis” (in Romanian: “Echipamente electrice în serviciu 
umplute cu ulei mineral. Ghid pentru interpretarea analizei gazelor 
dizolvate şi a gazelor libere”).  

[15] A.N.  Bakar, A. Abdu-Siada, and S.Islam, “A review on chemical 
diagnosis techniques for transformer paper insulating degrada-
tion,” Proc. of the 2013 Australasian Universities Power Engi-

neering Conference (AUPEC), Sept.29-Oct.03, 2012, Hobart, 
TAS, Australia, pp.1-6.  

[16] SR EN 61198/ 2004, “Electroinsulating mineral oils. Methods for 
determining 2-furfural and its derivatives” (in Romanian: “Uleiuri 
minerale electroizolante. Metode de determinare a 2-furfural şi de-
rivaţii săi”). 

[17] IEC 60247-2004- “Insulating liquids. Measurement of relative 
permittivity, dielectric dissipation factor (tanδ) and d.c resistivi-
ty.” 

[18] SREN 60296-2012- Fluids for electrical applications. New miner-
al oils for transformers and switchgear. 

 
 
 

25

                    Annals of the University of Craiova, Electrical Engineering series, No. 46, Issue 1, 2022; ISSN 1842-4805 eISSN 2971-9852



Modeling of Thermal Transfer Parameters by 

Transparent Construction Elements  

Felicia Elena Stan Ivan, Radu Cristian Dinu and Adelaida Mihaela Duinea 

Faculty of Electrical Engineering/ Department of Electrical, Energy and Aerospace Engineering, Craiova, Romania, 

fivan@elth.ucv.ro, rcdinu@elth.ucv.ro, aduinea@elth.ucv.ro 

Abstract - The article presents a case study on the model-

ing of heat transfer parameters through transparent con-

struction elements. Conducting experimental studies on the 

scale of an entire building is very complex, on the one hand 

due to the size and geometric complexity of the studied ob-

jectives and, on the other hand, due to numerous random 

factors (climatic conditions or how the buildings are operat-

ed). In order to be able to carry out a study on the real be-

havior of the buildings, models are made for them, taking 

into account the real mode of operation of the installations 

related to these constructions. The present article consists in 

making a modeling for a simple exterior window, with a 

single sheet of glass that separates the interior space of an 

enclosure (rooms) from the exterior environment. The mod-

eling will be performed both for the case of a building locat-

ed inside a locality and for the case of the location of the 

building outside the locality. 

Cuvinte cheie: transfer termic, clădiri, elemente de construcție 

transparente, modelare, model 

Keywords: thermal transfer, buildings, transparent construc-

tion elements, modeling, model 

I. INTRODUCTION 

Energy consumption due to buildings currently repre-
sents, in Romania, approximately 30% of the total energy 
consumed. This share is constantly increasing, mainly 
due to air conditioning systems, approaching the level 
registered in the member countries of the European Un-
ion, in which residential and tertiary buildings are as-
signed a share of energy consumption of approx. 40% of 
total energy consumption. 

Achieving a completely global model that represents a 
construction in its entirety is practically impossible. As a 
result, each of the models made in the field of thermo 
technics of constructions and their related installations 
represents only certain aspects related primarily to the 
purpose for which they were made. 

For example, the behavior of a building under the ac-
tion of the wind will be represented differently depending 
on what is pursued by modeling this phenomenon. So, 
such a model built for the study of mechanical behavior, 
will represent the walls of the building by the mechanical 
characteristics of the materials (modulus of elasticity, 
limit efforts, etc.) and the wind by the force it exerts on 
the building. On the other hand, if a model is made for 
the study of the energetic behavior of the building, the 
thermophysical characteristics of the materials from 
which its walls are made (thermal conductivity, specific 

heat, etc.) and their permeability will be taken into ac-
count. 

Also, the action of the wind will be represented, in this 
case, by changing the convective heat exchange coeffi-
cient achieved on the outer surface of the building enve-
lope and by the dynamic pressure that influences the air 
infiltration inside the building through its joints and leaks. 

In other words, modeling consists in representing an 
object or phenomenon in different forms starting from its 
initial reality, generally using simplifying hypotheses. 

The modeling process essentially comprises three main 
stages [12]: 

The construction of the physical model. It is the model-
ing stage that allows, on the one hand, the analysis of the 
physical phenomena that intervene in the model, and on 
the other hand, the adoption of appropriate simplifying 
hypotheses; 

Construction of the mathematical model. In this stage, 
the physical model is represented, in a certain universal 
language, so that its degree of complexity is expressed. In 
the case of very simple physical models there are obvious 
analytical solutions, and in the case of complicated (com-
plex) models it is necessary to resort to numerical solv-
ing; 

Construction of the numerical model. This stage con-
sists in assigning the values for the parameters of the 
mathematical model in order to obtain the model equa-
tions. At the end of this stage, a set of equations or sys-
tems of equations is obtained, in which only the variables 
of the problem are unknown. Depending on the complexi-
ty of the mathematical model, special numerical methods 
(such as the finite difference method) or the model reduc-
tion technique can be used to solve the numerical model, 
i.e. replacing the complex model with a much smaller 
model and for which solution is, however, a good approx-
imation of the complete model. 

The stages of a modeling process applied in the case of 
the thermal behavior of constructions (building and relat-
ed installations) are [5], [12]: 

Physical representation that aims at clearly defining the 
boundaries of the analyzed system (room, apartment or 
building) and its interactions with external factors (cli-
matic parameters, thermal conditions in neighboring 
rooms, the action of thermal installations, the action of 
occupants, etc.); 

Mathematical representation is the modeling stage in 
which the equations characteristic of the analyzed phe-
nomena are written (energy conservation equations and 
heat and mass transfer equations) and the hypotheses are 
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formulated on the parameters (factors, coefficients, etc.) 
that intervene. The result of this stage is transcribed in the 
formulation of the equation or system of equations char-
acteristic of the physical model and also in the clear es-
tablishment of the boundary conditions, based on the def-
inition of the boundaries of the model from the previous 
stage; 

Numerical representation is the stage in which the 
equations or system of equations established in the previ-
ous stage is transposed in numerical form, simplified ac-
cording to the information on parameters and boundary 
conditions, numerical solving methods and available sim-
ulations, etc. 

II. HEAT TRANSFER AT GLAZED SURFACES. CONVECTION 

HEAT TRANSFER MODELLING 

The unit surface heat flux qs is expressed by Newton's cool-
ing law in the form of the product between a property of the 
system  and the force that generates the process: 

 

             fss ttq     (1) 

 

Defining in this simplistic way an essentially compli-
cated transfer mechanism gives the convection heat trans-

fer coefficient,, the property to encompass all the factors 
that determine the process. Convection heat transfer is 
influenced by thermodynamic and fluid dynamics factors, 
because at the interference between fluid and wall the 
heat exchange is done through the boundary layer. The 
hydrodynamic factors are:  

a) cause of the movement: - the free movement is 
caused by gravitational forces determined by the tempera-
ture gradient, and the forced movement by a potential 
difference (pressure) created by a pump, fan or blower.  

b) Hydrodynamic flow regime: laminar flow regime, 
Re2,320; transient flow regime 2.320Re10.000; tur-
bulent flow regime, Re10.000. 

The Reynolds criterion is determined by the relation: 

                


dw 
Re   (2) 

where: w - is the velocity of the fluid, [m/s];d - equiva-
lent hydraulic diameter, [m]; - kinematic viscosity, [m

2
 

/s]. 

c) The character of the flow: - subsonic, sonic, super-
sonic, taking into account the problems specific to each 
type.  

Thermophysical factors:  

a) The temperature difference between the wall and the 
fluid: - for temperature differences t500C the radiant 
effect is also taken into account in the calculations.  

b) Flow behaviour: Newtonian fluids or non-
Newtonian fluids.  

c) The thermophysical parameters of the fluid: - the 
density, , the specific heat at constant pressure, cp, the 
kinematic viscosity,  and the coefficient of thermal con-
ductivity, , have a great influence on the thermal con-
vection. The average value of the convection coefficient 

 between a fluid and a wall is obtained from the rela-
tion: 

                            

fp tt

q


  [W/m

2
K]  (3) 

For different hydrodynamic regimes and geometric 
conditions, the values of the convection coefficient, are 
obtained from criterion equations of form: For different 
hydrodynamic regimes and geometric conditions, the 
values of the convection coefficient, are obtained from 
form criterion equations: 

                    ... Pr, , Re,GrfNu    (4) 

Determining the values of the similarity criteria for that 
case, we obtain the numerical value of the Nusselt criteri-
on according to which the average value of the convection 
coefficient is obtained: 

                        
l

Nu
f

     (5) 

where: f - thermal conductivity of the fluid, [W / mK]; 
l - the characteristic length of the solid wall, [m]. The av-
erage value of  along an area S is obtained by the rela-
tion: 

         


S

n

x xCdS
S


1

 [W/m
2
K]   (6) 

Convection heat transfer and the intervention of this 
mode of heat exchange in the entire heat exchange from 
indoor to outdoor air, is based on free convection, being 
studied from this point of view. 

Free convection occurs due to the relatively low level 
of air speed and is manifested by the flow of hot or cold 
air along the construction elements. In the case of high air 
velocities, thermal convection can be studied from the 
point of view of mixed or even forced convection, but the 
effects of this modeling would be to obtain high values of 
heat transferred between the two areas (indoor / outdoor). 

As previously stated, the fundamental law of convec-
tive heat transfer is known as Newton's Law and allows 
the calculation of heat flux Q, proportional to the heat 
exchange surface, S, and the temperature difference be-
tween wall temperature and fluid: 

         fs TThSQ   [W]   (7) 

with:- thermal convection coefficient, [W / (m
2
K)], 

which depends on several variables (temperature, veloci-
ty, thermal conductivity, viscosity, specific heat, density, 
etc.) and is calculated for turbulent motion, and laminar 
with the help of criterion relations. 

In order to establish the criteria for calculating the 
thermal convection coefficient, it is necessary to know 
the convection type. So: 

-for natural convection, the characteristic parameter is 
the Grashof number, in which case, the modeling of the 
thermal convection coefficient is done based on the rela-
tion: 

          
l

GrCh
fn


 Pr)( [W/m

2
K]  (8) 
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for forced convection, the characteristic parameter is 
the Reynolds number, in which case, the modeling of the 
thermal convection coefficient is done based on the rela-
tion: 

           
l

Ch
fn


 PrRe 8,0 [W/m

2
K]   (9) 

 

were: 
2

3



 Tlg
Gr


  - Grashof criterion; 

a


Pr  - 

Prandtl criterion; 


lv 
Re  - Reynolds criterion; f - ther-

mal conductivity of fluids (in our case air), established 
from the literature as a function of temperature, 
[W/(m

2
K)]; l - the characteristic length of the solid ele-

ment (construction element), [m]; g=9,81 m/s
2
 – 

gravitational acceleration; 

mT

1


- isobar coefficient of 

volume variation, for gases considered ideal, [K
-1

]; T – 

solid-fluid temperature difference, [K]; 



  - the kine-

matic viscosity of the fluid (in our case, the air), deter-
mined as a function of temperature as the ratio between 
the dynamic viscosity of the fluid, , and the density of 

the fluid, ; 
c

a





  - thermal difussion coefficient, 

[m
2
/s] determined according to the energetic characteris-

tics of the construction element (thermal conductivity of 
construction material, , density of construction material, 
, specific heat of the material, c); 

C, m, n – experimental constants characteristic of each 
type of movement. 

III. CASE STUDY FOR MODELLING THERMAL TRANSFER 

PARAMETERS BY TRANSPARENT CONSTRUCTION 

ELEMENTS 

Based on the theoretical aspects regarding the model-
ing of heat transfer at the level of the envelope elements 
of a building, the following will establish the parameters 
that characterize the heat transfer processes at the level of 
the glazed elements of the tire (windows): the internal 

coefficient of thermal convection, i,[W/(m
2
K)]; the 

external thermal convection coefficient, e,[W/(m
2
K)]; 

global heat transfer coefficients, kFE, [W/(m
2
K)]; thermal 

resistance of the glass, RFE, [(m
2
K)/W]; heat flux density 

at the inner face, qi, respectively outer face, qe, of the 
glass, [W/m

2
]; total heat flow transmitted through the 

window, QFE, [W]; 

For this purpose, it is considered a simple exterior 
window, with a single sheet of glass that separates the 
interior space of an enclosure (room) from the external 
environment, having the dimensions represented in figure 
1. 

From the analysis of the part of the studied room, it is 
observed that the dimensions of the studied window are: 
width lfer = 220 cm, height hfer = 300 cm. 

In order to evaluate the parameters that characterize the 
thermal transfer processes at the window level, the fol-
lowing hypotheses are made: 

- the outdoor temperature, e, taken into account is rep-
resented by the average annual temperature of the cold 
period, corresponding to climate zone II [2]; 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

- the air temperature inside the studied room, i, is con-
sidered to be the one specific to the thermal comfort es-
tablished by the norms in force, depending on the destina-
tion of the room [7]: ;18 Ci

  ;20 Ci

  ;22 Ci

  

- the intensity of the solar radiation, ITj, is established 
for each case, depending on the cardinal orientation “j”, 
of the window and of the locality in which the building is 
located [2]; 

- the window is made with ordinary glass, having the 
absorption coefficient, a = 0.10; 

- calculation wind speed, established depending on the 
wind distribution of the localities and the location of the 
building (inside or outside the locality; 

- the air speed inside the room is considered vi = (0.10 
... 0.15) m/s, considered as a value allowed for comfort 
conditions in terms of indoor air speed (free convection); 

- the window is considered to be: with ordinary glass 
on the woodwork and wooden frames, in which case the 
thermal resistance of the window is considered in a first 

approximation R0 = 0.19 (m
2
K)/W - FEI [7]; with ordi-

nary glass on the chopping board and metal frames, in 
which case the thermal resistance of the window is con-
sidered in a first approximation R0 = 0.17 (m

2
K)/W - 

FEII [7]; with thermal insulation glass on woodwork and 
wooden frames, in which case the thermal resistance of 
the window is considered in a first approximation R0 = 
0.33 (m

2
K)/W - FEIII [7]; with thermal insulation glass 

on the woodwork and metal frames, in which case the 
thermal resistance of the window is considered in a first 
approximation R0 = 0.28 (m

2
K)/W - FEIV [7]. 

To exemplify the calculation algorithm, the situation 
was chosen in which the window with the dimensions in 
figure 1, is with ordinary glass on the woodwork and 
wooden frames and separates two air zones with tempera-
ture inside i = + 20C, and outside e = + 7.5C, (v = 4.5 
m/s) with S direction orientation and an indoor air speed 
of 0.1 m/s. The calculation algorithm involves the follow-
ing steps [6]: 

Fig.1. Location of the window in the structure of the building en-
velope: e - outside air temperature, [C]; i - the temperature of the 

air inside the enclosure considered, [C], i, v - the air temperature 

inside the spaces adjacent to the enclosure considered, [C] 

e 

e i 

i,v 

i,v 

33.0000
34.5000
36.0000
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1. Determine the convection coefficient on the inside of 
the window with the expression: 

                   
l

GrC
fn

i


  Pr)( [W/m

2
K]             (10) 

                                
2

3



 Tlg
Gr


                         (11) 

                            
ferfer hll  22 [m]                     (12) 

 

The average thermodynamic temperature is determined 
as the arithmetic mean between the temperature of the air 
inside the considered room, and the temperature on the 
inside of the window, fer, i.  

The temperature on the inside of the window is deter-
mined by considering the thermal resistance at the surface 
of the construction elements (window) as Ri,fer = 0.125 
m

2
K/W [7]: 

 

                  

0

,,
R

R ei
feriiifer





 [C]                (13) 

 

The thermal conductivity of air, f, is determined by its 
(air) temperature 

As a result, the convection coefficient on the inner face 
of the glass will be, for a first approximation (figure 1). 

 

2. Determine the convection coefficient on the outer 
face of the glass with the calculation expression for 
smooth surfaces:                                                            

                      n

e vba  [W/m
2
K]                  (14) 

 

3. Calculate the actual temperature recorded on the in-
ner surface of the glass and, if the value obtained is cu1% 
different from the value obtained by the initial approxi-
mation, validate the value of the internal convection coef-
ficient, and determine the other parameters with this val-
ue. 

                    ][* C
I

ei

a
fi











                         (15) 

                  

ei

eeii









* [C]                        (16) 

 

The calculation error compared to the initial approxi-
mation is: 

fi

fifi

fi





)2()1(

,


 < 1%  the internal convection co-

efficient is )/(583,3 2)2( KmWii   . 

4. Determine the overall heat transfer coefficient of the 
glass: 

                   

ei

ei

FE

FE
R

k









1
[W/m

2
K]         (17) 

5. The total thermal resistance of the window is deter-
mined: 

                                

FE

FE
k

R
1

 [m
2
K/W]               (18) 

6. Determine the heat flux density on the inside of the 
window: 

             
e

aFE
eiFEi

Ik
kq







 [W/m

2
]      (19) 

7. Determine the heat flux density at the outer face of 
the window: 

 

            
i

aFE
eiFEe

Ik
kq







 [W/m

2
]        (20) 

 

8. The total heat flow transmitted through the window 
is: 

                       eiFEFEFE SkQ   [W]            (21) 

 

For all the situations taken into account in the calcula-
tion assumptions mentioned above, the values obtained 
by modeling the heat transfer at the level of the single 
window, with a single sheet of glass, variations in the 
density of heat fluxes on the inside, qi, respectively out-
side, qe, glass and total heat flux transmitted through the 
window, QFE, depending on the type of window and their 
geographical orientation being presented, in case the in-
door temperature is 18C, in the diagrams in figures 2 ... 
4. 

Table 1 shows a centralized calculation example fol-
lowing the modeling of heat transfer at the level of the 
single window, with a single sheet of glass, for southern 

orientation, corresponding to climate zone II (e = + 
7.5C) and air temperature interior i = 18C. The varia-
tions of the density of the thermal fluxes at the inner face, 
qi, respectively the outer face, qe, of the glass and of the 
total heat flux transmitted through the window, QFE, are 
determined.  

Also, in order to highlight the variations of the parame-
ters that define the heat transfer through the glass enve-
lope elements of a building depending on the variations 
of the internal air temperature, in the diagrams from fig-
ures 5 ... 7, the variations of these parameters are present-
ed, for the case of the window type 1 (it is the most 
common type of simple window found in constructions in 
Romania). 
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TABLE I.  
PARAMETERS OF HEAT TRANSFER SIMPLE OUTER WINDOW WITH A SHEET OF GLASS, ORIENTED IN THE CARDINAL DIRECTION SOUTH, CORRESPONDING 

TO THE CLIMATIC ZONE  (E = + 7.5C) AND THE TEMPERATURE OF THE INDOOR AIR I = 18C 

Crt. 

no. 
Parameter 

Location/window type 

Inside town Outside town 

FEI FEII FEIII FEIV FEI FEII FEIII FEIV 

1. Characteristic window lenght, l, [m] 10,40 10,40 

2. 

Temperature on the inner surface of the 

window for the first approximation, 

)0(

fer ,[C] 
11,092 10,279 14,023 13,313 11,092 10,279 14,023 13,313 

3. 
Isobaric coefficient of volume variation, 

10-3, [K-1] 
3,49 3,49 3,49 3,49 3,49 3,49 3,49 3,49 

4. 
The room interrior temperture difference, 

T, [K] 
8,802 8,856 8,795 8,797 9,097 9,153 9,092 9,093 

5. 

the kinematic viscosity of the fluid (in 

our case, the air), inside the, 10-6, 

[m2/s] 

14,880 14,880 14,880 14,880 14,880 14,880 14,880 14,880 

6.  Grashof criterium, Gr1012 1,530 1,539 1,529 1,529 1,582 1,592 1,581 1,581 

7. 
Prandtl citerium for the interior air inside 

the room, Pr 
0,7034 0,7034 0,7034 0,7034 0,7034 0,7034 0,7034 0,7034 

8. Productl (GrPr)1012 1,076 1,083 1,075 1,075 1,113 1,120 1,112 1,112 

9. Coefificient C 0,135 0,135 0,135 0,135 0,135 0,135 0,135 0,135 

10. Exponent  n 0,333 0,333 0,333 0,333 0,333 0,333 0,333 0,333 

11. 
Thermal conductivity for the air inside the 

room, f, [W/mK] 
0,02574 0,02574 0,02574 0,02574 0,02574 0,02574 0,02574 0,02574 

12. 
Convection coefficient on the inside side of 

the window, i, [W/m2K] 
3,4208 3,4278 3,4198 3,4201 3,4592 3,4663 3,4585 3,4587 

13. 
Temperature on the inner surface of the 

window, fer, [C] 
9,1936 9,1959 9,1932 9,1933 8,8996 8,9016 8,8994 8,8995 

14. 
Convection coefficient on the out side of 

the window,, e, [W/m2K] 
23,25 23,25 23,25 23,25 29,10 29,10 29,10 29,10 

15. 
The overall heat transfer coefficient of the 

glass, kFE, [W/m2K] 
2,9821 2,9874 2,9813 2,9815 3,0917 3,0974 3,0911 3,0912 

16. 
Total thermal resistance of the window, 

RFE, [m2K/W] 
0,3353 0,3347 0,3354 0,3354 0,3235 0,3229 0,3235 0,3235 

17. 
Heat flux density on the inside of the win-

dow, qi, [W/m2] 
30,1252 30,1789 30,1173 30,1195 31,4796 31,5378 31,4739 31,4755 

18. 
Heat flux density on the outside of the 

window, qe, [W/m2] 
39,3752 39,4289 39,3673 39,3695 40,7296 40,7878 40,7239 40,7255 

19. 
The total heat flow transmitted throw the 

window, QFE, [W] 
206,66 207,03 206,60 206,62 214,25 214,65 214,21 214,22 
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Fig. 3. Variations in heat flux density on the outside of the              

window, depending on its type: a) location inside the locality;               

b) location outside the locality. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4.Variations in the total heat flux transmitted through                     
the window, depending on its type: a) location inside the                        

locality; b) location outside the locality. 

 

 

 

Fig 5.Variations in the heat flux density on the inside of the simple     
type I window, depending on the indoor air temperature and the          

location of the building: a) location inside the locality;                          
b) location outside the locality. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6.Variations in the heat flux density on the outside of the simple 
type I window, depending on the indoor air temperature and the location 

of the building: a) location inside the locality; b) location outside the 
locality. 
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Fig.7.Variations of the total heat flux transmitted through the       
simple type I window, depending on the indoor air temperature and     

the location of the building: a) location inside the locality;                     
b) location outside the locality. 

IV. CONCLUSIONS 

When modeling the radiant heat transfer, using the fic-
titious room calculation method, an explicit writing of the 
radiated heat fluxes between the considered surface and 
the fictitious room is obtained, which has the effect of 
eliminating the laborious solution of the linear system of 
radio modeling equations. Also, the application of this 
method of modeling radiant heat transfer introduces er-
rors that can characterize a radiant balance other than 
zero, because the modeling does not take into account the 
actual exchange of heat by radiation between different 
surfaces of the room. 

Elimination of this drawback is possible by calculating 
a real radiant balance and allocating the non-closing error 
by weighted measurement in relation to the surfaces. By 
doing this, the net flow values for each of the room sur-
faces are corrected by successive iterations. 

By comparing the three families of models presented in 
the paper (approximation of form factors, fictitious room 
and radiant thermal resistances) that allow the calculation 
of the heat flux transmitted by radiation in mono zoned 
and multi zone models with the radiosity method, leads to 
minor differences (<10% ) in the case of form factors 
close to 1, provided that the radiant heat transfer balance 
is prepared as accurately as possible. 

The use of the three methods for estimating the radiant 
heat exchange in a room (approximation of form factors, 
fictitious room and radiant thermal resistance) leads to 
relevant results if no conditions other than those currently 
accepted in behavioral analyzes are required. thermal 
properties of buildings and their installations (gray and 
diffuse surfaces for the two spectral domains - large and 
short wavelength, isothermal surfaces and air considered 
a transparent medium for thermal radiation). From the 
analysis of the results obtained after simulating the heat 
transfer through a simple window, the following conclu-
sions can be drawn: 

The convergence of the real value of the temperature 
on the inner face of the simple windows presupposes in 
most cases the performance of 3 iterations; 

The temperature on the inside of the window varies 
from 8.6976C in the case of single type III window, to 
the location outside the locality and indoor air tempera-

ture of + 18C, to a maximum of 9.8735C in the case of 
single type II window , at the location inside the locality 
and a temperature of + 22C; 

The thermal convection coefficients on the inside of 
the window show quite small fluctuations depending on 
the indoor air temperature and the absorption of solar 
radiation (between 3.4918 W / (m

2
K) and 3.8440 W / 

(m
2
K)), being as value <4 W / (m

2
K); 

The geographical orientation of the window, through 
the absorption index of solar radiation, influences the 
value of heat loss, regardless of the type of window, not-
ing that the decrease of this parameter results in an in-
crease in heat loss through the window; 

In relation to the geographical orientation, so to the co-
efficient of absorption of solar radiation, it is observed 
that the unit heat flux to the inner face of the window 
increases with the reduction of solar radiation intensity, 
having values close to the values of unit heat flux to the 
outer face of the window. At high intensities of solar ra-
diation qi = (30.1252…31.4475) W/m

2
, respectively qe = 

(39.3752…40.7255) W/m
2
, i.e. a difference of approxi-

mately (9.25 ...9,79) W/m
2
, unlike if the intensity of the 

solar radiation is lower, in which case, qi = (31,6467… 
32,8823) W/m

2
, respectively qe = (33,6767…34,8523 ) 

W/m
2
, i.e. a difference of approximately (2.03...1.97) 

W/m
2
; 

The value of the convection coefficient on the outer 
face of the single window, with a window, regardless of 
its type, varies depending on the calculation wind speed, 
increasing almost 1.25 times for an increase in wind 
speed by 1.5 m/s, of at 23.25 W/(m

2
K) in case of loca-

tion of the building inside the locality at 29.10 W/(m
2
K) 

in case of location of the building outside the locality; 

The heat flow transmitted from the inside of the room 
to the outside environment depends on both the overall 
heat transfer coefficient and the temperature difference 
between the two environments separated by the window. 

Thus, the global heat transfer coefficient has the lowest 
value in the case of the simple type III window, at the 
location in the locality of the building to which the re-
spective window belongs and at an indoor air temperature 
of + 18C (2.9813 W/(m

2
K)), which leads to a heat loss 

of 206.60 W, and the highest value is recorded in the case 
of a simple type IV window, outside the location of the 
building and at an indoor air temperature of + 22C 

Interior air 
temperature i, [C] 

Q,[W] 

Q,[W] 
a) 

b) 

Interior air 
temperature i, [C] 
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(3.3948 W/(m
2
K)), which leads to a heat loss of 324.88 

W. It is observed that at an increase of 13.87% of the 
global heat transfer coefficient, results in an increase in 
heat loss by more than 50%; 

Heat losses through single windows reach the highest 
values in the case of simple type IV windows, in the case 
of buildings located outside the localities, regardless of 
the orientation and temperature of the air inside the room. 
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Abstract –This paper presents the application of an 
exhaustive optimization method based on the design of 
experiments (DOE) and the finite element method (FEM), 
with the aim of improving the actuation force developed by 
a DC electromagnet. The optimization of this device has 
been the subject of several previous works, allowing 
comparisons between the optimization methods applied in 
terms of the obtained precision and the workload. 
According to previous studies, two geometric parameters 
(the angle ratio of the support tip and the coil shape ratio) 
are very influential on the force developed at the maximum 
air gap. Thus, the exhaustive optimization method took into 
account these two parameters for its maximization, having 
as constraints the maintenance of the global dimensions of 
the device (external radius, the height of carcass, height of 
the plunger with support) and of the cross-section of the 
winding. The optimization algorithm used the results of 2-D 
FEM numerical experiments carried out with the FEMM 
program in combination with the LUA language and is 
based on the response surface methodology (RSM) and 
analysis of variance (ANOVA). Second-order polynomial 
models of the objective function were calculated using full 
factorial designs with three levels per factor. After three 
iterations, a very good result was obtained, comparable to 
those obtained by other methods, but with a significant cost 
in terms of workload, the optimum obtained being a global 
one. 

Cuvinte cheie: optimizare, proiectarea experimentelor, 
metodologia suprafeţelor de răspuns, analiză dispersională, 
metoda elementelor finite 2-D. 

Keywords: optimization, DOE, RSM, ANOVA, 2-D FEM. 

I. INTRODUCTION 
Finite element modeling (FEM) techniques successfully 

replace real experiments, making significant contributions 
to solving problems in electromagnetism, especially when 
combined with the design of experiments (DOE) 
technique [1], [2]. 

The electromagnet is an electrical equipment designed 
to transform electrical energy into mechanical energy, 
developing a force that acts on a moving armature. It is 
often found in switches, relays and valves due to its 
simplicity of construction, reliability and low cost. Many 
scientific works have presented studies on improving the 
performance in terms of the force developed, based on the 
analysis of the magnetic field through FEM and different 
optimization techniques, aiming at reducing the reluctance 
of the magnetic circuit and increasing the magnetic flux 
density in the air-gap [3] – [27].  

In [3] was presenteda 3-D axial-symmetric finite 
element method analysis combined with the quadratic 

sequential programming (SQP) to optimize of the geome-
tric shape of the plunger of a DC actuator for increasing 
the static thrust characteristic. In [4] was created a 3-D 
shape optimization algorithm combining the geometric 
parameterization of the design surface with B-spline 
technique and design sensitivity analysis to optimize the 
pole face of an electromagnet, obtaining a uniform 
distribution of magnetic field on the target region from the 
air gap. In [5] was used the level set based topology 
optimization to maximize the actuating force, subject to 
limited usage of ferromagnetic material. 

The work [6] presented structural topology optimization 
of an electro/permanent magnet linear actuator. The used 
tools are Maxwell Stress Tensor (MST) approach coupled 
with FEM for magnetic force computation, the adjoint 
method for the optimization sensitivity analysis and the 
sequential linear programming (SLP) for solving the 
optimization problem. 

The response surface technology (RSM), DOE, FEM 
and SLP were combined in [7] to optimize a linear 
actuator with permanent magnet for driving a needle in a 
knitting machine.  

In [8] was proposed an optimized topology of a 
solenoid with unified coil that operates valves in aircraft 
engine under harsh environmental conditions and high 
endurance requirements. The solution aims at developing 
higher force for the constrained size or the same force for 
less size and weight of the solenoid. In [9] was presented 
an optimization technique for average electromagnetic 
force of an actuator. 

In [10] was performed a shape optimization of the 
plunger of an electromagnetic actuator in order to obtain 
linear static characteristic. Using suitable genetic 
algorithms, it is proven that the properly shaped plunger 
can strongly influence its static characteristic. In [11] was 
discussed a technique of optimal design for actuators with 
permanent magnet for the class of medium voltage of 
vacuum circuit breakers. Using the RSM technique 
combined with FEM are obtained improvement of 
dynamic characteristics and minimization of permanent 
magnet weight. 

The influence of the plunger shape on the developed 
force of a DC electromagnetic actuator and on its time 
response were presented in [12]. The optimization of the 
plunger shape was made using a 2-D axial-symmetric 
model by genetic algorithm and the analysis of magnetic 
subsystem of actuator was performed by FEM 
implemented with ANSYS Electronics software. 

The paper [13] presented the maximization of the 
magnetic force of an actuator which tends to be highly 
dependent on the geometry around air gap. Using the 
approach of MST through the isogeometric analysis for 
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force computation, the optimization problem is solved 
using a gradient-based algorithm of modified method of 
feasible directions. The research in [14] brought a new 
level-set-based topology optimization method for magne-
tic actuator design using two remeshing techniques: the 
modified adaptive mesh method and the extended finite-
element method (XFEM). The tools were used to maxi-
mize the magnetic force under the constraint of the 
ferromagnetic material volume.  

In [15] was presented an optimization technique based 
on a parametric and topology optimization method for 
determination of the optimized configuration of a 
permanent magnet actuator (PMA), maximizing the 
magnetic force subject to an unchangeable volume 
fraction constraint for each material. 

As one of the branches of DOE, the RSM was used in 
combination with FEM in [16] to make a screening of 
significant parameters of an electrical motor in order to 
optimize its performances. The same techniques were  
applied in [17] to improve an electromagnet in magnetic 
levitation system based on many design variables.  

The maximization of the force developed by an 
electromagnetic actuator was often an appropriate case 
study to prove and validate different optimization 
techniques. The SQP method was applied in [18] to a 
linear actuator after validation of a shape sensitivity 
analysis of magnetic forces by the MST approach and 
FEM. Improvement of static characteristic of an 
electromagnet was made in [19] by the same tool.  

In [20] was successfully performed the maximization of 
the clamping force of an electromagnetic linear actuator 
with divided coil excitation by using RSM.  

Coupling the RSM with 2-D FEM was applied in [21] 
to develop mathematical relationships between input   
design parameters and output performance parameters of a 
tubular permanent magnet brushless linear motor with 
Halbach magnet array, in order to optimize its efficiency, 
specific power and cost.   

In recent papers [22], [23] were presented optimal 
solutions of a DC electromagnet (Fig. 1) providing a 
maximi-zed static force characteristic [22], respectively, a  
maximum electromagnetic force related to the largest air-
gap (actuating force) [23], preserving the global 
dimensions of the device and the cross-section of the 
winding. The used tools were DOE and 2-D FEM. 

Two parameters were taken into account to maximize 
the static characteristic in [22] and three parameters were 
used to maximize the acting force in [23]. 

The work [25] carried out previous analyses proposing 
an optimal shape of the same DC device, subject to the 
same constraints, expanding research on a fourth geome-
trical parameter. To justify the use of these four 
parameters in the optimization process, was performed a 
screening of DC electromagnet that has proved that all the 
four parameter have best influence on the static force 
characteristic, with 99% confidence.  

These are the angle ratio support tip kβ, the coil shape 
ratio kb, the support thickness ratio ka1, and the support 
height ratio kv: 

 ]33.167.0[
1

÷∈
β
β

=βk  (1) 

 ]86[
b

b
b ÷∈=

g
hk  (2) 

 
Fig. 1. Geometry of DC electromagnet [22]. 
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where β1 = 45° is initial value of the angle β and a = 14.90 
mm is the initial value of support thickness.  

The studies continued in the work [26] with the 
extension to six of the number of parameters taken into 
account to the maximization of the actuating force, using 
the optimization method based on zooms in experimental 
domain. 

The design methodology [24] indicates the initial     
values of geometrical parameters with their ranges and 
Table I summarizes them [22]. The air-gap varies in range 
δ = [1 ÷ 41] mm, the winding has N = 1269 turns of stan-
dard diameter d = 0.8 mm and the rated voltage is Ur = 
110 V DC. For δ = [10 ÷ 41] mm and δ = [1 ÷ 10] mm the 
currents are I1 = 12.92 A, respectively, I2 = 6.90 A, 
depending on absence or presence of an economy resistor.  

In Fig. 2 are done the magnetization curves of the core 
of steel (plunger with support) and of the carcass of cast 
iron [22]. 

All the optimization methods used in works [22], [23], 
[23], [26] are methods that allow the determination of an 
local extremum, which can be the global one if the initial 
point with which the algorithm starts is placed in its     
vicinity. 

The present paper aims to verify whether in the 
optimization problem having the actuation force as 
objective function, there are also local maximums. In 
other words, the aim is to verify the unimodality of the 
objective function. 
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Fig. 2. Magnetization curves for core (plunger with support) (steel) and 

for carcass (cast iron) [22]. 

TABLE I.  
GEOMETRICAL PARAMETERS OF DC ELECTROMAGNET [22] 

r1 (mm) 29.80 gb (mm)   19.83 b=0.671a2 (mm)     10.00 
  β1 ( º ) 45.00 hb (mm) 138.90               δp (mm)       1.00 
a1 (mm) 14.90   s (mm)     2.00               δg (mm)       2.00 
a2 (mm) 14.90   v (mm)   24.29      Sb=gbhb (mm2) 2752.27 
a0 (mm)   9.07 hp (mm) 192.00   

 
For this was applied an exhaustive optimization method 

[2] based on the same numerical instruments, taking into 
account the first two geometric parameters, proven very 
influential [25], slightly expanding the variation range of 
the first: 

 ]533.1467.0[
1

÷∈
β
β

=βk  (5) 

 ]86[
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b
b ÷∈=

g
hk  (6) 

This method has been used successfully to optimize a 
Superconducting Magnetic Energy Storage (SMES) 
device [27]. 

II. EXHAUSTIVE OPTIMISATION METHODS BASED ON 
RESPONSE SURFACE METHODOLOGY 

The exhaustive optimization methods proceed to a 
complete and systematic analysis of the feasible domain 
by realization of designs of experiments put side by side 
or stacked [2]. The applied algorithm uses the RSM and 
zoom operations. 

The response surface methodology (RSM) is a useful 
technique for modeling and analysis of the response of a 
system influenced by a set of independent factors. The 
DOE is essentially based on the creation and exploitation 
of the models of the response consisting of analytical 
relationship describing the variations of the response 
versus to the variation of the factors [1]. Usually, the RSM 
pro-blems use polynomial models of first- or second-order 
derived as results of a series of experiments with different 
values for the factors.  

For a set of k factors, the model function (regression) 
Ymod approximates the value of response Y  for any 
combination of the factors. The second-order models use 
qua-dratic terms and p = 6 coefficients 

 βxx ⋅= )()(mod fY     T
1 )( kxx =x  (7) 

)1()( 22 yxxyyxf =x , T
221112210 )( bbbbbb=β  (8) 

A. Estimation of Coefficients of Polynomial Models 
For N experiments and 2 factors, the value of the model 

function in any experience point P i (x i) = P i (xi, yi) is 
 NifY ii ≤≤⋅= 1,)()(mod βxx   (9) 

In most common situations N > p and there is enough 
information in the experimental data to estimate a unique 
value for β such that the model best fits the response. It 
commits an adjustment error in each of these points. So 
there is an error vector ε (residue) nonzero. The 
coefficients can be estimated by minimization of the 
vector ε by the least squares criterion. The matrix-form 
relationship linking the response and the model function 
based on the estimation vector β̂ is  

 ( ) ( ) εβxxxxY +⋅== ˆ)()()()( T
1

T
1 NN ffYY   (10) 
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B. Analysis of Variance (ANOVA) of the Model and 
Adjusting Coefficients 

The ANOVA can be used to test the validity of the 
model function based on the relationship [2] 

SSESSRSST +=⇔⋅+⋅=⋅ εεYYYY modmod
TTT  (12) 

The left terms, called the total sum of the squares (SST) 
is composed of the sum of squares due to regression (SSR) 
and of the sum of errors squares (SSE). The variances (the 
mean squares) of the responses, regression and residues 
are deducted dividing the sums of squares by the corres-
ponding degrees of freedom (DOF). Suppressing the 
constant terms corresponding to coefficient b0, the DOFs 
decrease by 1. Thus 

 
10 −
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pN
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−
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The Fisher-Snedecor test is performed calculating ratio 

 
MSE

MSRF 0
obs

−=  (14) 

The MSR-0 can be considered of the same order as MSE if 
the ratio Fobs is less than a statistical threshold. The null 
hypothesis H0 means that β = 0. Under this assumption, 
Fobs is an observed value of a variable F of Fisher-
Snedecor type, with p (or p – 1) and (N – p) DOFs.  

The hypothesis H0 must be rejected at level λ when the 
probability P(F ≥ Fobs) ≤ λ. 

The quality of a model can be evaluated by some       
adjustments coefficients: 

● Coefficient of determination (R2) is the ratio of 
the variance explained by the regression by the variance of 
responses, both corrected by the average value Y  

m
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● Adjusted coefficient of determination (Ra
2) is   

defined in relation to corresponding DOFs 
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● Rate of coefficient of variation by difference    
between the extreme values of the responses on the     
current subdomain 

 
y

SSE
y ∆
=

∆
σ

=∆
ˆ

 (17) 

 
The goal of the exhaustive optimization method is to 

modeling the objective function by subdomains, perfor-
ming on each of them a full factorial design with 3 levels 
per factor, in order to calculate a polynomial model of     
2-nd order. If k is the number of factors, result 3k 
experiments per subdomain. 

The partitioning of study domain is made with an initial 
hyper-rectangular grid chosen by experimenter, covering 
the great part of feasible domain, such that exist at least 
two neighbor subdomains along each of the k dimensions 
(base subdomains) (Fig. 3a). The candidate points must 
not be excluded by the constraints on position. 

Each analyzed hyper-rectangular subdomain (current 
subdomain) may be subject to constraints on reached   
value. Before performing all the 3k experiments, is made a 
summary analysis of its 2k corners: if none of them fulfills 
the constraints on reached value no longer performs the 
rest of 3k – 2k experiments and the next subdomain is   
analyzed. Otherwise, the rest of experiments are          
performed.  

A calculated model is considered valid if its adjustment 
coefficients exceed the threshold indicated by 
experimenter (R2 ≥ R2

lim, Ra
2 ≥ Ra

2
lim, σ̂ /Δy ≤ Δ lim, P ≥ 

P lim).        Otherwise, the current subdomain must be 
divided into 2k    subdomains where the same process is 
repeated.  

The algorithm uses a parameter called maximum zoom 
level that defines the maximum number of scissions of the 
base subdomain plus 1.  

By hypothesis, the base subdomain is realized with a 
unit level of zoom (Fig. 3a). This parameter allows setting 
the stop condition of the algorithm. The scission of a base 
subdomain generates 2k subdomains with zoom level 2 
(Fig. 3b).  

The accuracy of the modeling can be set by the 
parameter called minimum zoom level that defines the 
minimum number of scissions to apply to the base 
subdomain.  

For the boundary subdomains, a supplementary analysis 
of theirs vicinities can be useful for better covering of the 
feasible domain. So, if a boundary subdomain must be 
divided into 2k parts, then the analysis is extended to the 
neighbour subdomains in order to find some parts of them 
(supplementary subdomains) which can complete the  
initial grid (Fig. 3a).  

The algorithm is recursive. It calls itself either whether 
the minimum number of zooms is not reached or whether 
the maximum number of zooms is not reached, or whether 
none of the criteria of quality is fulfilled.  

III. OPTIMIZATION PROBLEM AND ITS SOLVING 
The optimization problem is the maximization of the 

electromagnetic force at δ = 41 mm, calling actuating 
force (Fa), which is set as objective function. This is a 2-D 
nonlinear optimization problem subject to four equality 
constraints consisting in preserving the global dimensions 
of the device (the external radius rmax, the height of 
carcass hmax, the height of plunger with support Hmax) and 
the coil cross section (Sb = gb∙hb). The complete form (P) 
of the optimization problem is 
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where a = 14.90 mm, rmax = 65.70 mm, hmax = 172.60 
mm,     Hmax = 231.19 mm, Sb =  2752.27 mm2 are initial 
values resting constant. 

The 2-D feasible domain is represented in Fig. 4, being 
a rectangular domain, in which there are only positional 
constraints, related to the parameters' limits.  

For the zoom level ζ = 1, the feasible domain was 
partitioned into a number of 4 × 4 = 16 basic subdomains 
on which the ANOVA technique was applied, obtaining 
different response surfaces, whose quality was tested by 

 
Fig. 3. Description of the exhaustive optimization algorithm [27]. 
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calculating the four adjustment coefficients of P, R2, Ra
2, 

Δ. 

 

Fig. 4. The 2-D feasible domain and basic subdomains (ζ = 1). 

 
Theirs chosen thresholds are established to be:           

P lim = 0.99, R2
lim = 0.98, Ra

2
lim = 0.95, Δ lim = 0.08. The 

maximum zoom level was chosen to be ζ lim = 3. 
The differences between the values of the adjustment 

coefficients are represented chromatically in Fig 5, noting 
isolated areas with nuances much different from the 
majority, indicating the uncertainty subdomains of the 
local or global maxima. Subdomains of unsatisfactory 
quality (column no. 4) still require partitioning. 

For the zoom level ζ = 1 the optimal value is obtained 
in the point P1 having the coordinates kβ = 1.4000 and kb 
= 6.5000, with value Fa1 = 808.767 N, meaning a gain of 
23.19%, comparatively with initial value Fa = 656.522 N. 
The point P1 is visible in Fig. 9. In the subdomains in 
which the quality criteria are fulfilled was not performed 
the full factorial design and these appear not divided. 

In Fig. 6 are represented the results obtained for ζ = 2, 
with  optimal  solution  in  the  point  P2(1.4667, 6.6250), 
Fa2 = 811.053N, gain 23.54%  and in Fig. 7, the results for 
ζ = 3, with optimal solution in P3(1.4333, 6.5625),          
Fa3 = 813.583N, gain 23.92%.  

These values are comparable with the previous ones. 
Fig. 8 collects the results shown in Figs. 5-7, 

highlighting a single "island" of color much different from 
the rest, which indicates the presence of a single 
maximum, which proves the unimodality of the objective 
function up to this zoom level. The points P2 and P3 are 
visible in Fig. 10 and Fig. 11. 

Two stopping criterions limit the number of iterations, 
when the accuracy is acceptable. Thus, the value compu-
ted is compared with initial one: 

 

 [%]100[%] max1
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or the value computed per iteration (t) is compared with 
the previous different one (s) (1 ≤ s ≤ t – 1): 
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Fig. 5. The chromatic highlighting of the differences between the values of the adjustment coefficients on the basic subdomains (ζ = 1). 

 
Fig. 6. The chromatic highlighting of the differences between the values of the adjustment coefficients on the subdomains with ζ = 2. 
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Fig. 7. The chromatic highlighting of the differences between the values of the adjustment coefficients on the subdomains with ζ = 3. 

 

Fig. 8. The chromatic highlighting of the differences between the values of the adjustment coefficients on the analysed subdomains (ζ = 1, 2, 3). 

 
The applied exhaustive optimization method requires a 

total of N = 577 numerical 2-D FEM experiments. More 
than half (324 experiments) can be recovered from 
previous iterations, resulting in a real number of 253 
experiments. 

In Table II are summarized the results of application of 
the optimization algorithm to the electromagnetic device 
along the three iterations, showing the variation of the 
design parameters, objective function, errors and main 
geometrical parameters.  

Figure 12 presents on left and right sides the initial and 
the optimal geometrical shapes with the distributions of    
magnetic flux density obtained in FEMM software as         
axisymmetric solution. 

 

 

Fig. 9. The values of the objective function in the nodes of the 
partitioned basic subdomains and the optimal value for ζ = 1 (Point P1). 

 

Fig. 10. The values of the objective function in the nodes of the 
partitioned basic subdomains and the optimal value for ζ = 2 (Point P2). 

 

 

 

 

 

 

 

 

Fig. 11. The values of the objective function in the nodes of the partitioned              
basic subdomains and the optimal value for ζ = 3 (Point P3). 
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TABLE II. QUANTITIES VARIATION  DURING THE OPTIMIZATION PROCESS: DESIGN PARAMETERS, OBJECTIVE FUNCTION Fa, 
ERRORS AND MAIN GEOMETRICAL PARAMETERS 

Iterati
ons N tot Nrec kβ kb 

Fa 
(N) 

ε1 
(%) 

ε2 
(%) 

β 
(°) 

gb 
(mm) 

hb 
(mm) 

a0 
(mm) 

a2 
(mm) 

v 
(mm) 

hp 
(mm) 

Initial 1 - 1.0000 7.0000 656.522 - - 45.00 19.83 138.80 9.07 14.90 24.29 192.00 
1 144 64 1.4000 6.5000 808.767 23.19 23.19 63.00 20.58 133.75 8.32 19.95 23.41 192.89 
2 144 86 1.4667 6.6250 811.053 23.54   0.28 66.00 20.38 135.03 8.52 18.67 23.63 192.66 
3 288 174 1.4333 6.5625 813.583 23.92   0.31 64.50 20.48 134.39 8.42 19.31 23.52 192.77 

Total 577 324             

 

Fig. 12. Distribution of magnetic flux density for initial (left) and 
optimal (right) shapes (δ = 41 mm, FEMM, axisymmetric solution). 

 

IV CONCLUSIONS 
The paper presents the application of an exhaustive 

optimization method based on DOE and 2-D FEM, on a 
DC electromagnetic device. This was the subject of 
several previous works that investigated the improvement 
of its performances through methods of the same type, but 
capable of determining only a local optimum.  

The optimization problem is nonlinear and it consists in 
maximization of the actuating force taking into account 
two geometric parameters (the angle ratio of the support 
tip and the coil shape ratio) subject to equality constraints 
which describe the preservation of the global dimensions 
of the device and of the cross-section of the winding. 

The exhaustive optimization algorithm used the values 
of numerical simulation with FEMM software and it 
allowed the determination of the global optimum which 
corresponds to a gain in actuation force of 23.92%, from 
656.522 N to 813.583N. 

The result obtained in this paper is comparable to the 
previous ones, validating the old methods with a 
significant cost in the workload. 
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Abstract - At the same time as the introduction of automated 

equipment in industry, production operators and mainte-

nance workers servicing automated stations require         

professional training courses depending on the category and 

job. Depending on the particularity of the production 

process, these training courses can be done internally at the 

production unit, at external industrial partners or at 

universities. The paper presents an automatic tire sorting 

system made on a small scale. The sorting system is com-

posed of an input stock and two output stocks of sorted 

tires. Tire storage in the two output stocks is done with an 

electro-pneumatic manipulator robot. The sorting is done 

according to the tire bead width, for which the system is 

equipped with the appropriate sensors. The structure is 

controlled by an Arduino Mega2560 microcontroller 

development system. The sorting station can also be con-

trolled manually by the operator via a joystick and some 

buttons. In comparison to other sorting systems, the robot 

structure is simpler. It performs the transfer of the tires by 

only two movements, thus reducing the handling time. Also, 

the automatic sorting system realized corresponds to the 

requirements imposed on flexible production systems. The 

automatic system can be used both for training students 

from technical faculties and industrial operators in the field. 

Cuvinte cheie: sortare, sistem automat, actionare pneumatică, 

microcontroler senzori, robot manipulator, pregătire edu-

cațională. 

Keywords: sorting, automatic system, pneumatic drive, micro-

controller, sensors, manipulating robot, educational training  

I. INTRODUCTION 

Industry in general and in the machine construction, in 
particular, requires great flexibility of the manufacturing 
process, flexibility enabling the transition easy from the 
technical and cheap in terms of equipment and labor to 
another manufacturing. In this context, it is necessary to 
design and implement special equipment that will be 
comprised of flexible automations. An important role in 
this equipment you have manipulators and robots, which 
ensure the construction features and functional character-
istics and quality indicators for flexible manufacturing [1]. 

Robots and manipulators are the most complex and 
flexible machines that have been created and used by man 
so far that incorporate pneumatic drives. Taking into ac-
count these considerations the paper presents an automatic 
sorting system using a manipulator robot and a pneumatic 
actuation system. Industry needs knowledgeable, skilled 
robotics engineers, technicians, and operators. The 
application enables trainers to successfully integrate robot-
ics into programs and lab facilities [1], [2].  

The automatic sorting system presented in the work 

represents a small scale model of an automatic tire sorting 
system. It can be used for the educational training of stu-
dents, but also of staff in the field.  

II. DESCRPTION OF SORTING STATION

A. Structure of a sorting station 

The various products resulting from the manufacturing 
process require sorting and palletizing operations. The 
sorting facility is composed of an electric drive system 
(SAE) and an electro pneumatic one (SAEP), under the 
coordination of a control system (CS) which, based on the 
operating protocol, ensures the control laws (Fig.1) [3], 
[4]. The control system receives the information from the 
sensory system (SS) regarding the state of the system and 
provides the commands to the actuators in the drive struc-
ture to realize the functional diagram. 

Fig. 1. Structure of sorting station. 

The tire sorting station is based on a manipulator robot 
that sorts tires according to the program selected by the 
user. 

The tires are brought by conveyor belts to the point of 
collection where they are caught with the help of a grip-
per, here the selection process also takes place (depending 
on the bar code placed on each bead, depending on the 
width of inches) and the tire is placed on another conveyor 
that transports it to the storage points [5]. 

Robots used in sorting operations must be equipped 
with guiding devices with 5-6 degrees of mobility, univer-
sal or flexible gripping devices (pincers). Most of the 
time, such robots are equipped with autonomous travel 
systems, and sometimes with remote control systems. The 
drive system of robots of this type can be electric, hydrau-
lic or combined. 

The control system must contain surface and/or volume 
evaluation programs. He must ensure the command of the 
peripheral devices, process the information collected by 
the sensors about the nature of the manipulated objects 
and their arrangement, and modify the behavior of the 
robot according to this information.  
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B. Design of sorting system for educational 

training  

The educational application refers to a system for han-
dling and sorting pieces according to their width. 

Figure 2 shows the layout of the component blocks on 
the training board. 

The manipulator has two axes, the first actuated by an 
electric motor and the second by a pneumatic cylinder. 

The position information is taken from the sensors of 
each axis. 

To carry out the sorting operation, the analysis of two 
signals generated by a distance sensor located at the end of 
the gripper will be considered. 

At the base of the control process is the command and 
control unit, which manages the entire process, as well as 
the man-machine interface [6], [7], [8]. 

Based on the operating principle of a closed-loop con-
trol system, the command and control block takes the in-
formation about the positions of the system elements from 
the position sensors, and the information about the width 
of the piece gripped in the gripper from the distance sen-
sor. 

Following the processing of this information, according 
to a pre-established program, command signals are gener-
ated to the pneumatic actuators [9], [10] (Fig. 2). 

Sorting process parameters can be viewed and modified 
through the user interface. 

 

Fig. 2. Training board of sorting system - the layout of the components. 

 

 

Fig. 3. Block diagram of a sorting system. 

The block diagram of the system (Fig. 3) contains 6 
blocks: 

  Block number 1: it is made up of the 9 sensors of the 
sorting robot: 

Sensor 1 - arm up position; 

Sensor 2 - lower arm position; 

Sensor 3 - center robot position (piece A); 

Sensor 4 - left robot position (piece B); 

Sensor 5 – detection of type A piece; 

Sensor 6 - detection of type B piece; 

Sensor 7 - gripper status; 

Sensor 8 - piece presence sensor; 

Sensor 9 - right robot position (initial position). 

 Block number 2 – the command and control block, is 
the part of the application that deals with the management 
of input and output signals and decides the operation of 
the application after an established automatic cycle or the 
execution of commands manually. It operates in two 
modes: in closed-loop (control) and also with a human 
operator in the loop. 

 Block number 3 represents the part of pneumatic sole-
noid valves [11] and the four motor control relays: 

Relays RQ3, RQ4- left motor rotation; 

Relays RQ5, RQ6- right motor rotation. 

Individual solenoid valves are used for each movement 
of the manipulator: 

   Solenoid valve 1 – Up arm control; 

   Solenoid valve 2 - Down arm control; 

   Solenoid valve 3 - Gripper control. 

Solenoid valves receive the command signal from the 
microcontroller and distribute the air pressure to each 
pneumatic actuator. 

Block number 4 contains pneumatic and electric actua-
tors: 
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Cylinder 1- Actuates the arm on the vertical axis; 

Cylinder 2 - Closes/opens the gripper; 

The motor – Moves the manipulator horizontally. 

Block number 5 represents the user interface. It is com-
posed of: 

- an LCD that displays the current status of the system 
and the status of commands in manual mode; 

- a joystick with 5 positions used for the manual con-
trols of the robot; 

- a safety power supply button, which interrupts the 
supply; 

- a button with 3 positions used to activate the states: 
Automatic/Off/Manual of the system. 

All 5 blocks work according to a set schedule. 

The electronic handling system consists of three main 
subsystems: 

The subsystem for determining the position, present in 
the form of a group of sensors related to each axis. For the 
y-axis, the sensors are mounted along the electric axis 
used to actuate the manipulator horizontally, for the z-
axis, the sensors are mounted at the stroke ends of the 
cylinder. 

The adaptation subsystem. The position signals gener-
ated by the sensors are 24V signals which are converted to 
5V signals by a block of 9 relays. 

The movement of the mobile elements of the system is 
carried out with of an electromechanical linear actuator 
and a pneumatic actuator, the tool is a pneumatic gripper. 

Solenoid valve control subsystem 

The adaptation between the signals generated by the 
command and control block, the 5V signal generated by 

the output pins of the microcontroller and the supply volt-
ages of the cylinder control solenoid valves is carried out 
by means of a block of relays which, when activated, gen-
erate a 24V signal. 

The command and control block receives the signal 
from the position sensors and from the differentiation sen-
sor and presents the part by means of an input signal re-
ceiving module, consisting of a block of nine relays that, 
when activated, generate a signal of 5V. 

The processing unit takes the results from the input 
port, equivalent to the values of the positions and the tire 
type, which it processes based on a program written in a 
memory block. 

After processing, through the control signal generation 
module, the activation signals of the electro valve coils 
that control the pneumatic actuators and the electrome-
chanical actuator are provided at the output [12]. 

The user interface system has a 20x4 character LCD 
display necessary for displaying internal and external pa-
rameters and for accessing the menu. 

The data entry system consists of a 5-position joystick 
used for manual robot controls and a three-position button 
used to select the three system states: Manual, Off, Auto-
matic. 

In order to reduce the number of components as well as 
to benefit from the flexibility of programmable systems 
[13], the system is designed around an Arduino Mega 
2560 microcontroller produced by the Arduino Company 
[14], which coordinates its entire operation. 

  The block diagram of the system based on a microcon-
troller is presented in figure 4. 

 

Fig. 4. Detailed block diagram of a educational sorting system. 

The following functions will be implemented on the de-
signed system: 

- carrying out the cycle entered in the program automat-
ically; 

- interruption of the automatic cycle, with the possibil-
ity of its continuation; 

- movement of robot by manual controls; 

- displaying the position of the moving elements; 

- determination of the width of the part gripped by the 
gripper; 

- storage of objects in different areas (one for each im-
plemented width); 

- training the system regarding the association between 
the width of the piece and the area where it will be posi-
tioned; 
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III. IMPLEMENTATION OF AUTOMATIC SORTING 

SYSTEM 

A. Implementation of hardware part 

 One method of verifying the proposed solution is to 
achieve an experimental model. Based on the structure 
presented above, an experimental model of the automatic 
handling and sorting system was developed. System com-
ponents are represented in figure 5. 

The components shown in the figure have the following 
meanings: 

1- DC voltage sources; 2- group of compressed air 
preparation elements; 3- pieces input stock; 4- sorted piec-
es of type A; 5- sorted pieces of type B; 6- development 
system with microcontroller; 7- relay module; 8- handling 
robot; 9- DC motor for the translation of the robot; 10- 
sensor of position; 11 - sensor of detecting the presence 
piece; 12- operator console. 

 
a) Top view 

 
b) Front view 

Fig. 5. Experimental model of the automatic sorting system 

Within the designed system, the drive is performed by 
three actuators: 

- a C3 linear electromechanical actuator for the      
translation of the arm; 

- a C1 double-acting linear pneumatic actuator for      
actuating the up-down arm; 

- a C2 single-effect pneumatic actuator to actuate the 
gripper. 

The air preparation group is FR type produced by SMC 
[15] with the coding: AW20-F02-C-X64. This combina-
tion minimizes space and pipelines by integrating the two 
units into one. 

Standard features include a regulator that can be quick-
ly locked by pushing the adjustment knob down. 

A pressure gauge is mounted on the control group. The 
filter cartridge provides a filtration rate of up to 5 mi-
crons/m. 

For the distribution of compressed air to actuators, two 
types of solenoid valves were used: 

• To actuate of the cylinders for robot, lifting and ro 
arm it used three bistable solenoid valve Festo [16] type: 
CPE14-M1BH-5J-Q-8; 

• For the control of the cylinder that closes / opens the 
gripper, a Festo type XCPE14-M1BH-3GLS-1/8 mono-
stable solenoid valve is used. 

The actuators used to operate the robot and the collect-
ing table is manufactured by Festo [16].  

The feed rate is achieved by the pneumatic energy 
transmitted by the actuating valve; the return is done by 
eliminating pressure from the circuit and with the help of 
the spring return. 

Waircon URG 5/8 type regulators have been used to 
control actuator speed. The "URG" series flow regulators 
are produced in in-line, unidirectional versions. 

The "URG" model has a built-in control valve to con-
trol the flow in one direction, while the reverse flow is 
free. They are high precision regulators and can provide a 
high flow rate ratio and are very compact. 

B. Implementation of the command and control system 

In the implementation of the command and control sys-
tem, the following aspects were taken into account: 

- simplifying the hardware part and using as few com-
ponents as possible; 

- the possibility of easy system programming; 
- providing internal and external parameters to the user 

interface. 
To meet the above-mentioned requirements, a micro-

controller development system was developed (Fig. 6). 

 

Fig. 6. Command and control system: 1- output relay module; 2- input 

relay module; 3- microcontroller development system. 

For this purpose, the Arduino Mega 2560 microcontrol-
ler has been chosen [14]. 

The Mega 2560 is a development system built around 
the Atmega2560 microcontroller, which is equipped with 
numerous communication pins, analogs and PWM, useful 
for connecting with various elements: monitoring, control, 
control, etc. (sensors, relays). 

 It offers a number of facilities including: 
- requires a small number of external components; 
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- has analogue inputs needed to connect the sensors; 
- allows direct connection of an LCD display. 
- can perform arithmetic and logical operations required 

in the sorting pieces process. 
Arduino Mega 2560 is a ATmega2560 based microcon-

troller board. It has 54 digital inputs / outputs (of which 14 
can be used as PWM outputs), 16 analog inputs, 4 UARTs 
(hardware serial ports), 16MHz oscillator crystal, a USB 
connection, a power jack, a ICSP header and a reset but-
ton. It contains everything it takes to operate the micro-
controller. Simply connects to a computer with a USB 
cable or AC / DC adapter or battery. 

The ATmega2560 has 256 KB flash memory for stor-
ing the code (of which 8 KB is used for Bootloader), 8 KB 
of SRAM and 4 KB of EEPROM (readable and written 
with the EEPROM Library). Arduino boards have a 1024 
byte EEPROM space. 

The Arduino Mega2560 has a host of facilities for 
communicating with a computer, with another Arduino or 
other microcontrollers. The ATmega2560 offers four 
hardware UARTs for TTL 5V serial communication. 

A Software Serial library allows serial communication 
on any of the Mega2560's digital systems. 

The ATmega2560 also supports I2C (TWI) and SPI 
communication. The Arduino software includes a Wire 
library to simplify the use of the I2C bus. 

To obtain the 5V input signal in the microcontroller, the 
24V sensor signal is passed through a relay block powered 
at 5V, and which is activated by the sensor signal sends a 
5V signal to the input port of the microcontroller. 

The sensors system of sorting station enables the acqui-
sition of two distinct types of information: 

- information on the internal parameters of the system 
(the position of each element); 

- information about external parameters, in particular 
the dimension of objects grabbed by the gripper, which is 
the sorting criterion. 

Two MK5100 IFM sensors were used to determine the 
two positions of the robot arm. 

Closed open positions of the gripper are given by a 
pressure switch type: Festo SDE5-D10-O-Q6-P-M8 in-
serted into the pneumatic actuator of the gripper. 

WF50-60B416 type sensor was used to detect the pres-
ence of the piece, and a contrast sensor produced by SICK 
K3L-P3216  was used to identify the color. 

C. Implementation of Software Part 

Arduino Mega can be programmed with Arduino AT-
mega2560 software. Arduino Mega has a preinstalled 
bootloader that allows you to load a new code without 
using an external programmer. It has an automatic reset 
button. It also performs overcurrent protection of the 
USB. Arduino Mega 2560 has a self-resetting fuse mount-
ed to protect of the computer USB from short-circuit and 
overcurrent. 

The Arduino program can be divided into three main 
parts: structure, values (variables and constants) and func-
tions [17], [18]. 

The general structure of software for microcontroller is 
shown in figure 7. 

The program starts with microcontroller initialization 
and variables used [6]. Implementation of various timings 

is possible by using a sequence of decrement of all coun-
ters used. Then follows acquisition of analog-digital sig-
nals, execution of algorithm, then transmitting the synthe-
sized commands. 

 

Fig. 7. Flow diagram of microcontroller program. 

The main program algorithm for the automatic sorting 
station cycle is shown in figure 8. 

 

Fig. 8. Flow diagram of proper algorithm – automatic operation mode. 
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During the automatic sequence, the user cannot execute 
manual commands.  

IV. TESTING OF  AUTOMATIC SORTING SYSTEM 

Testing actually consists of correct working verification 
according to the protocol and conditions imposed by de-
sign. 

In figure 9 there are captured the operating states in a 
work cycle of handling-sorting station. These states were 
predefined in the design stage of automatic handling-
sorting system (Fig. 8) for the purpose of verification and 
easier debugging. 

The 6 states of operation are highlighted in the figure 
by the positions occupied by the manipulating robot (RM). 

 

 

Fig. 9. Testing of experimental sorting system. 

The states captured in the figure have the following 
meaning: 

 State 1- the RM is in the initial position (Fig. 9 a); 

 State 2 - the detection of B-type piece presence in the 
input stock, RM displacement for piece pickup (Fig. 9 b); 

  State 3 - the RM displacement for storing the piece 
in the B type output stock (Fig. 9 c); 

 State 4- depositing the piece in the B-type stock (Fig. 
9. d). 

 State 5- picking up the A-type piece from the input 
stock (Fig. 9 e). 

 State 6- depositing the piece in the A-type stock (Fig. 
9 f). 

Experimental tests have demonstrated the precision of 
gripping and maintaining parts in the gripper due to the 
use of a high-performance sensor. Sensors that detect po-
sition also have good accuracy and a high response speed. 

In the experimental tests, the correct functionality of the 
system for "manual operation" was checked. This mode of 
operation has been designed to avoid blockages in case of 
defects. Also in the "manual mode" the operator can exe-
cute the operations in the desired order. 

The experimental tests have demonstrated the correct 
functioning of the system designed and realized in both 
automatic and manual operating mode. 
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V.  CONCLUSIONS 

The main benefits of using an automatic sorting station 
are: 

• Presentation of specific and useful reports at user and 
management level; 

• Exactly, real-time control of the operations carried out 
on the production line and in the storage area; 

• Locating a product within the production flow and in 
the storage area; 

• Real-time knowledge of the situation in the production 
process and in the storage area; 

• Increasing the processing capacity of information and 
products; 

• Optimizing human resources; 

• Quality control. 

  All this benefits offered by the automatic sorting sys-
tems are intended to increase the capacity and efficiency 
of actions and also offer a higher level of process quality, 
ergonomics and optimization of customer services. 

In the paper was designed and developed an automated 
sorting of pieces system that respond to the requirements 
of a flexible manufacturing system. 

Infrastructure hardware and software used allows moni-
toring and control of a sorting station. 

Sensors, electrical equipment and electronic compo-
nents used for automatic system design have a high degree 
of accessibility and performance. 

The system designed, developed and tested can be used 
both in educational applications in electrical engineering 
and in industrial applications. 
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Abstract - The power quality covers the means to conserve 
energy resources, such means consist in improving the pow-
er factor and judiciously managing the reactive energy in 
the power system. Electric grids do not have an unlimited 
energy transmission capacity, therefore any load on the grid 
with reactive energy is measured by the energy distribu-
tor/supplier and billed to the consumer. On the premise that 
for industrial consumers, the main consumers of reactive 
energy are the   low-load induction motors and transform-
ers, this paper presents a synchronization equipment for a 
wound-rotor induction motor with a power of 2000 kW, 
nominal voltage 6kV, nominal current 210A, which allows 
the increase of the power factor, significantly reducing the 
reactive energy consumption. The equipment presented was 
designed, built, tested and validated by tests carried out in 
the high-power laboratory. 

Cuvinte cheie: motor cu inducție, energie reactivă, factor de 
putere, motor sincron, motor asincron, laborator de încercări 
de mare putere. 

Keywords: induction motor, reactive energy, power factor, syn-
chronous-asynchronous motor, high-power testing laboratory. 

NOMENCLATURE 
 “R” – “L1” phase equivalent; 
“S – “L2” phase equivalent; 
“T” – “L3” phase equivalent; 
“URS” – voltage between phase “L1” and phase”L2”; 
“URT” – voltage between phase”L1” and phase”L3”; 
“UTR” – voltage between phase”L3” and phase”L1”; 
“IR” – current corresponding to phase”L1”; 
“IS” – current corresponding to phase “L2”; 
“IT” – current corresponding to phase “L3”; 
“UR” –voltage corresponding to phase “L1”; 
“US” –voltage corresponding to phase “L2”; 
“UT” –voltage corresponding to phase “L3”[1]. 

I. INTRODUCTION 
Electricity consumption is characterized by two quanti-

ties: active energy and reactive energy. Active energy is 
consumed for useful purposes, having useful effects (ex-
amples: operation of electric motors, heating, lighting, 
etc.). Reactive energy only circulates between the con-

sumer and the energy supplier and is not actually con-
sumed.        

The power quality is a complex and controversial issue. 
Its complexity lies in the multitude of factors influencing 
it, in their interdependence, the lack of methods and 
means of obtaining expeditious and especially precise 
information about certain quantities which characterize it.  
Due to the fact that electricity is a commodity, its quality 
can be incorporated into a more general concept, related to 
the activity of its production, and, as a result, more than a 
hundred definitions can be assigned to the concept of 
quality without identifying a unanimously accepted one 
among them [2]. 

 The use of highly efficient energy entailed the creation 
of extensive networks of transmission lines, transformer 
and distribution stations, regardless of the power demand, 
since electricity is readily available. It’s only natural for 
rules to be created, laying down responsibilities for pro-
ducers, as well as large consumers and the smallest con-
sumers. The European Union (EU) has urged that the 
transmission and distribution networks be extended, im-
posing common tasks, laid down by modern rules on envi-
ronmentally-friendly use and maintaining the power quali-
ty. 

Asynchronous electric motors exert the greatest influ-
ence on the value of the power factor of the circuit they 
are part of, because they always require a magnetizing 
current [3]. 

In terms of the normal operation of electric consumers 
in general and electric cars in particular, the consumption 
of active and reactive electricity coexists and is insepara-
ble. Problems arise in the analysis of the transmission of 
electricity remotely because the simultaneous flow of both 
active and reactive energy through the transmission lines 
decreases the transmission capacity of the lines, which can 
negatively influence the power quality made available by 
the producer, and this influence will be felt by all energy 
consumers. Major drawbacks are created by the genera-
tion of the reactive electricity in the transmission lines [4]. 

The value of the power factor of asynchronous motors 
depends on their degree of loading, in case of insufficient 
loading, the value of the power factor is considerably re-
duced. 

A low power factor has a number of negative conse-
quences for the operation of the electrical network, includ-
ing: increased active power losses; additional investments; 
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increased network voltage drops; reduction of the power 
equipment output. 

A high power factor reduces the flow of reactive power 
from the power plants to the consumers, reducing the 
losses of electrical energy to a minimum level determined 
by the technological consumption. In this way, an increase 
in the the efficiency of the electricity transmission, trans-
formation and distribution installations, operational safety 
and a better use of the electrical network is obtained by 
reducing the apparent power with which it is loaded. 

In the case of industrial consumers, the main consumers 
of reactive energy are induction motors and low-load 
transformers. Induction electric motors exert the greatest 
influence on the value of the power factor of the circuit to 
which they are connected. The value of the power factor 
depends on the load level of induction motors, in case of 
insufficient loading, the value of the power factor decreas-
es considerably [5]. 

The main types of equipment used for the compensation 
of the power factor are: 

• The use of capacitor banks; 
• The use of reactors; 
• Synchronous compensators; 
• Synchronization of induction motors. 

This paper presents the synchronization equipment for a 
wound-rotor induction motor with a power of 2000 kW, 
powered at a voltage of 6kV, which allows the increase of 
the power factor from 0.86 to 0.99, mainly aiming to re-
duce the transfer of reactive energy. 

The reduction of the power factor (when transmitting 
the same active power) leads to the need to increase the 
apparent power of the generators in the power plants and 
the transformers of the energy system, due to the increase 
in current caused by the reduction of the power factor [6]. 

The diagram in fig.1. shows the change in the apparent 
power (in kVA) of the transformers, depending on the 
change in the power factor, when transmitting the same 
active power of 1000 kW. 

 

Fig.1  The graph of the power variation of the transformers in the power 
stations depending on the power factor. 

In the case of a decrease in the power factor of the con-
sumers, the capacity of active power transmission the 
transformers decreases, as a result of the increase in the 
reactive power. For the transmission to consumers of an 

active power of l000 kW, to a power factor equal to unity, 
a transformer of l000 kVA is required [7]. 

But if the power factor in the circuit decreases to 0.5, 
then a transformer with a power of 2000 kVA is needed to 
transmit the same active power (P=1000 kW). 

The deterioration of the power factor also leads to the 
incomplete loading of the primary motors of the genera-
tors in power plants (the power of the primary motors is 
chosen based on the active power of the generators within 
the power stations).  

Through this, the efficiency of the engines decreases 
and the operating characteristic of the entire installation 
worsens, leading to an increase in fuel consumption in the 
power plants. 

The rest of the paper is structured as follows: Section II 
shows the overload behavior of wound-rotor induction 
motors, and Section III presents the equipment intended to 
reduce the transfer of reactive energy. The experimental 
results obtained using the synchronization equipment are 
presented in Section IV, while the conclusions are pre-
sented in the final section. 

II. OVERLOAD BEHAVIOR OF WOUND-ROTOR 
INDUCTION MOTORS 

Among the shortcomings specific to a synchronous mo-
tor, the insufficiency of overload resistance is very im-
portant, which represents the ratio between the maximum 
torque (for synchronous mode) and the nominal torque 
that corresponds to the catalog power of the motor. 

The overload resistance depends on the intensity of the 
excitation current Iex and the relative value of the idle 
current (Io/In ratio) of the motor, for asynchronous mode. 

The higher the Io/In ratio and also the higher the excita-
tion current Iex, the higher the overload resistance of a 
synchronous motor [8]. 

Since the calculated excitation current Iex is limited due 
to the admissible heating of the rotor, it appears that it is 
practically not possible to increase the overload resistance 
by increasing the excitation current Iex. 

Under these conditions, the overload resistance for syn-
chronous mode is conditioned by the constructive qualities 
of the motor, which determine the internal magnetic re-
sistance or the "Io/In" ratio. 

 

The "Io/In" ratio usually varies between 0.3 ......0.45. 
The maximum torque of the synchronized motor differs 

very little from the nominal torque. If, in order to create 
the necessary stability, we start from the reserve coeffi-
cient, kreserve=1.5, the limit load coefficient of the syn-
chronized motor, depending on stability, must be: 

 

The power factor (PF) of an AC electricity system is 
defined in electrical engineering as the ratio of the actu-
al power flowing towards the load to the apparent power 
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in the circuit, and is a dimensionless number in the 
range [-1,1];  

The expression of the power factor is written as (1) : 

S
PPF =  (1) 

where: P - active power, S -  apparent power. 
In the sinusoidal mode, in the case of balanced three-

phase circuits, the expression of the power factor can also 
be written as: 

ϕ= cosPF  (2) 

The low power factor causes additional losses in the 
system: increases the current absorbed from the network 
to the same active power, increases losses in conductors, 
causes the increase of losses in transmission lines, reduces 
the available power in the system, decreases the stability 
of the energy distribution system. To deter a low-load 
power factor, most electricity suppliers impose certain 
forms of penalty [9]. 

According to national and international energy regula-
tory authorities, the rules applied in Romania have set a 
neutral power factor of 0.9 for both the inductive and ca-
pacitive mode  

In order to comply with the regulations in force, to in-
crease the power factor and minimize the transfer of reac-
tive energy, a synchronization piece of equipment was 
achieved for a wound-rotor induction motor. 

Induction motors exert the greatest influence on the 
value of the power factor of the circuit to which they are 
connected, due to the fact that they always require a mag-
netizing current, operating with a sub unitary power factor 
[10]. 

The value of the PF in induction motors depends on the 
load level, hence, if there is insufficient loading of the 
motors, there will be a considerable reduction in the pow-
er factor. This is due to the following main reasons: 

• The magnetizing current of the induction motor, 
and respectively the reactive power varies in the 
case of load changes; 

• The active power changes proportionally with the 
mechanical load in the shaft. 

A low PF has the following consequences: 
• Increased electricity losses due to the heating of 

cables and conductors of networks and windings 
of electric machines, because the heat losses are 
proportional to the square of the current (Joule-
Lentz effect); 

• Increased section and weight of cables and con-
ductors;  

• Increased apparent power of generators in power 
plants, incomplete use of prime movers, increased 
apparent power of transformers; 

• The reduction of the power factor leads, in the 
case of the same active power, to the increase of 
the current and therefore to the increase of the 
voltage losses, which causes the reduction of the 
voltage to the consumers [11]. 

 In this way, a low power factor has a negative effect, 
both for electricity supply companies and for industrial 
companies Among the specific drawbacks of a synchro-
nized motor, the overload resistance is very important; it 
represents the ratio of the maximum torque (for the syn-
chronous mode) to the nominal torque corresponding to 
the list power of the wound-rotor induction motor [12]. 

When the motor is out-of-step (in case of sudden drops 
of the power supply voltage or shocks of the load), alter-
nating current begins to flow through the rotor winding 
with slip frequency, which causes an asynchronous torque. 
Variations in speed and current variation that occur in this 
case are undoubtedly damaging for both the motor and the 
conductors, but the use of automatic circuits for switching 
the motor to normal asynchronous mode at the time of 
overload and for returning to synchronous mode when the 
load has decreased removes these drawbacks [13]. 

III. FUNCTIONAL DESCRIPTION  OF A REACTIVE ENERGY 
TRANSFER REDUCTION EQUIPMENT 

The periods of loading to nominal load of induction 
motors operating in the testing laboratories are intermit-
tent, with a value of less than 1 minute, corresponding to 
the duration when the impulse generator, with a power of 
2500MVA is brought to a state of energization, and the 
sample itself has a time range between 50ms÷3s, followed 
by pauses between two consecutive tests lasting between 
10 minutes ÷ 30 minutes. 

The method used by the test laboratory is intended for 
the production of equipment for the synchronization of 
low-load wound-rotor induction motors. This method is 
applied in situations where it is necessary to increase the 
power factor in order to reduce energy consumption [14]. 

The induction motors in the laboratory operate for a 
long time at low load, triggering shock generators with a 
power of 2500 MVA; these generators operate most of the 
time in de-energized state, so the driving motors of these 
generators operate at low load, generating a high con-
sumption of reactive energy.  

The motor actuates the rotor of a 2500MVA synchro-
nous shock generator. Such equipment has been imple-
mented in the testing laboratory for the synchronization of 
low-load wound-rotor induction motors, hence the optimal 
conditions are met for laboratory tests for electrical 
equipment [15]. 

Fig. 2 shows the diagram of operation of the synchroni-
zation equipment. This equipment is used for an induction 
2000 kW power motor, 6 kV rated voltage, 2980 rpm rat-
ed speed [16]. 

The equipment for the synchronization of low-load 
wound-rotor power induction motors consists of a three-
phase transformer, a three-phase rectifier with semicon-
ductor diodes and RC filters, closing switches, switches, 
safety fuses. It is also equipped with control, measuring 
and signaling devices. 

The TTA 20kVA transformer is powered by the 400V 
AC network via fusible fuses F1, F2, F3, Cs closing 
switch and RT thermal relay. 

The parameters of the transformer, rectifier and devices 
of the power circuit have been determined according to 
the power of the wound-rotor induction motor, which is 
2000kW. 
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Fig. 2. Synchronization equipment diagram. 

In the asynchronous mode, the setting of the devices is 
as follows: switch I1 – closed, switch I2 – open and clos-
ing switch Cs – open. In the synchronous mode, the set-
ting of the devices is: switch I1 – open, contacts U1÷U8 
related to the closing switches for short-circuiting the re-
sistance steps used to start the wound-rotor induction mo-
tor– closed, switch I2 – closed, closing switch Cs – closed. 

The motor starts in the asynchronous mode with the 
rheostatic feature, using a starting station which consists 
of 8 resistance steps. As the motor accelerates, one re-
sistance step is short-circuited at a time, until all eight 
resistance steps are short-circuited, and the motor reaches 
the rated speed. 

In fig.3, the starting current is oscillographed as a func-
tion of time, and the time instant and the current value to 
which each resistance stage is short-circuited can be not-
ed. 

 

Fig. 3 Starting the asynchronous motor 

After the motor has reached the rated speed, the syn-
chronization circuit is automatically powered by the nor-
mal open auxiliary contact 8U of the closing switch which 

short-circuits the last resistance step of the rheostatic start-
ing station, as well as by the normal closed auxiliary con-
tact of the compressed-air operating switch, with high 
breaking capacity (12kV rated voltage, 120kA RMS 
breaking current), which is part of the power circuit of the 
high power laboratory. 

The closing of switch I2 triggers the automatic opening 
of switch I1. 

Using an auxiliary conditioning circuit, the closing of 
switch I2 is initiated when the current crosses zero; this 
circuit is shown in Fig. 4.  

This module is used to limit the maximum currents in 
the stator when switching from asynchronous to synchro-
nous mode. Basically the transition from one mode to an-
other is performed when the current measured in the stator 
on phase R crosses zero.  

Before performing tests in the high-power laboratory, 
the closing of the operating switch with high breaking 
capacity of the laboratory’s power circuit triggers the 
opening of switch I2, this triggers in turn the closing of 
switch I1, hence switching from synchronous mode to 
asynchronous mode, to protect the induction motor during 
the tests. 

 

Fig.4. I2 switch conditioning module when the current crosses zero. 

Moreover, the transition from synchronous to asyn-
chronous mode is performed automatically when discon-
necting the motor from the network as well as during the 
operation of the induction motor protection (See fig.4). 

When the engine is out-of-step (in case of voltage drops 
or load shocks), alternating current flows through the rotor 
winding with slip frequency that causes asynchronous 
torque. Variations in speed and current variation that oc-
cur in this case are damaging for both the motor and the 
conductors. 

The implementation of automatic circuits for switching 
the motor to normal asynchronous mode at the time of 
overload and for returning to synchronous mode when the 
load has decreased removes these drawbacks [16]. 
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IV. EXPERIMENTAL RESULTS OBTAINED USING THE 
DISMAP SYNCHRONIZATION EQUIPMENT 

Nominal data of the drive motor 2 MW type ATM 
2500-2 

- Nominal power  - 2 MW; 
- Nominal voltage  - 6 kV; 
- Stator current   - 210 A; 
- Speed   - 2980 rpm; 
- Engine performance  -  95.1%; 
- Power factory   - cos φ 0.86; 
- Rotor voltage   - 1330 V; 
- Rotor current   - 920 A; 
- Rotor weight   - 3650 kg; 
- Total engine weight  - 15865 kg; 
- Air consumption  - 3 m3/second; 
- Oil flow through the bearing - 25 liters/minute. 
 

 

Fig. 5. Asynchronous motor with wound rotor, type ATM 2500 -2 

To obtain the experimental data, the high-performance, 
8-channel, 16-bit, fiber optic acquisition system Transient 
Recorder Tras Mobile was used, with a sampling rate of 
100kS/s (10μs between 2 points), (see Fig. 5).  

 

Fig. 6. TRAS Mobile acquisition system. 

HVT 50 RCR 50kV/50V voltage dividers were used for 
voltage measurement, and CWT15R (500A/V) 3000 A 
peak Rogowski belts were used for current measurement           
(see Fig. 6). 

 

Fig. 6. Current and voltage measurement acquisition system. 

By closing switch I2, which is conditioned by the con-
ditioning module shown in Fig. 2 to close when the cur-
rent crosses zero, the rotor winding of the induction motor 
is supplied by direct current, obtained from the rectifier of 
the DISMAP synchronization equipment, and, after sever-
al current steps, considered harmless to the motor, the 
transition from asynchronous mode to synchronous mode 
is performed. 

Fig. 7 shows the currents in the stator of the 2000-kW 
power induction motor, corresponding to the phases IR, 
IS, IT when switching from asynchronous to synchronous 
mode.  

 

Fig.7. Transition from asynchronous to synchronous mode. 

The values of the currents measured in the stator of the 
motor in asynchronous and respectively synchronous 
mode are presented in Table I: 

TABLE I.  
VALUES OF PHASE CURRENTS 

 
Phase currents in 

asynchronous 
mode  

Phase currents 
in synchronous 

mode 
IR_RMS 136.589 A 76.6227 A 
IS_RMS 142.537 A 80.1198 A 
IT_RMS 135.720 A 75.0794 A 
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The 142.537A peak current in the stator of the motor 
in asynchronous mode is recorded on phase S. After 
achieving the synchronism conditions, the peak current 
value in the stator of the motor is of 80.1198A. This de-
crease in currents occurs on the three phases, as evidenced 
by the data in     Table I. There is a substantial decrease in 
the currents measured in the stator of the induction motor 
when using the DISMAP synchronization equipment.[16] 

The values of the average power factor recorded for the 
asynchronous and synchronous modes are presented  in  
table II.  

TABLE II.  
POWER FACTOR VALUES 

 
PF in asynchronous 

mode 
PF in synchronous 

mode 
Phase R 0.65 0.99 
Phase S 0.65 0.99 
Phase T 0.65 0.99 

 
Fig. 8 and Fig. 9 shows the oscillograms which reveal 

the phase shift between voltage and current in asynchro-
nous/synchronous mode on the three phases. 

Once the synchronization is achieved by using the syn-
chronization equipment, there is an increase in the power 
factor, from 0.65 (asynchronous mode) to 0.99 (synchro-
nous mode), thus reaching the value imposed by the Ro-
manian energy regulatory authority (0.9). 

The use of synchronization equipment for low-load 
wound-rotor induction motors leads to a substantial reduc-
tion of monthly costs. The performance of this DISMAP 
synchronization equipment led to a reduction of almost 
50% in the active energy consumption and also a reduc-
tion of almost 60% in the reactive energy consumption, 
which was determined by comparing monthly invoices 
before and after the implementation of the equipment. 

 

Fig. 8 Voltage – current phase shift in the stator in asynchronous mode. 

 

Fig. 9. Voltage – current phase shift in the stator in synchronous mode. 

V. CONCLUSIONS 
This paper presents the synchronization equipment and 

its performance, which led to a reduction of almost 50% in 
the active energy consumption and also a reduction of 
almost 60% in the reactive energy consumption, and this 
was determined by comparing monthly invoices before 
and after the implementation of the equipment.  

The implementation of this synchronization equipment 
for the low-load wound-rotor induction motors allows the 
increase of the average power factor from 0.65 in asyn-
chronous mode to 0.99 in synchronous mode, substantially 
reducing both the active energy consumption and the reac-
tive energy consumption. 

The equipment has shown high performance in reduc-
ing the reactive energy consumption and increasing the 
power factor, and it was incorporated into the laboratory 
test circuit for high-power equipment [16]. 
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Abstract - In this paper, the performance of a three-phase 
four wire shunt active power filter (APF) using indirect 
current control with active load current calculation was 
compared with that corresponding to using indirect current 
control with prescribed current calculation from the voltage 
controller. It is clear that, under balanced and sinusoidal 
voltage conditions, these two methods give similar results. 
The variant of the indirect current control with prescribed 
current calculation from the voltage controller has the 
advantage of simplicity, but exhibits increased sensitivity to 
voltage ripples on the compensation capacitor, as they are 
reflected in the output of the voltage controller. The whole 
system was modeled using MATLAB-SIMULINK software. 
The simulation results demonstrate the applicability of both 
methods for APF control. 

Cuvinte cheie: Filtru activ de putere, control indirect al 
curentului, calculul curentului activ al sarcinii. 

Keywords: Shunt Active Power Filter, Indirect current control, 
Active Load Current Calculation   

I. INTRODUCTION 
After identifying the existence of current and/or voltage 

harmonics in an electrical system, the problem arises of 
finding and implementing solutions to solve the problems 
they generate. In adopting them, the possibility of com-
pensating the reactive power and imbalances generated by 
the load is also taken into account.  

Active Power Filters (APF) are inverter-type static con-
verters, bidirectional in current and voltage, controlled in 
such a way as to absorb the harmonics that must be elimi-
nated from the network and equipped with a circuit com-
ponent for energy storage on the DC side [1], [2]. 

Because of their particular objective of improving the 
current waveform rather than controlling the transferred 
power, active power filters have also been called "Active 
Harmonics Conditioners" (AHC) or "Active Power Line 
Conditioners" (APLC). 

There are many control methods of the current in the 
shunt APF, so that the current injected into the power sup-
ply follows its reference value [3]–[5].  

The need to control also the voltage across the compen-
sation capacitor in the DC side must be mentioned [1]–[8]. 

Clearly, the control system of an APF contains an outer 
loop for regulating the voltage on the compensation ca-
pacitor and an inner loop for regulating the current. The 

output of the current controller determines the sequences 
of gate drive signals for APF’s semiconductor devices.  

On the other hand, the structure of the current control 
loop is determined by the adopted control algorithm. 

The performance of the active filtering is significantly 
affected, both by the technique adopted for the reference 
currents generation and by the current control technique 
[1], [4], [6], [9]. 

Depending on the controlled current in the regulation 
scheme, there are two control methods, the direct control 
and the indirect control, respectively.  

The direct current control involves the direct regulation 
of the current at the output of the inverter.  

In this case, the main component of the current pre-
scribed to the current controller is the compensating refer-
ence current, to which the active component necessary to 
cover the losses in the system is added. The latter causes 
the voltage on the compensation capacitor to be main-
tained at the prescribed value [1], [10]–[14]. 

The indirect control consists of controlling the supply 
current and involves prescribing its waveform that corre-
sponds to the desired supply current.  

The advantage consists in the simpler way of calcula-
tion and in the fact that the current controller operates with 
sinusoidal signals having the pulsation of the power sup-
ply network [1], [15]–[18].  

Referring to the objectives of active filtering, the indi-
rect current control is preferable when zero current distor-
tion or unity power factor is desired after compensation.  

In this case, it can lead to a simpler control structure by 
significantly reducing the computational requirements and 
time.  

There are two ways to obtain the active load current, ei-
ther based on the output of the voltage controller, or by 
extracting it from the total load current [1]. 

Following the numerical simulation study of the two 
compensating current calculation methods, for a typical 
nonlinear load topology, some comparative conclusions 
could be drawn.  

The remaining of the paper is organized as follows. 
Section II presents the algorithm for the indirect current 
control for the two ways of obtaining the active current of 
the load. Section III is dedicated to the presentation of the 
virtual implementation of the whole active filtering sys-
tem. The simulation results are illustrated in Section IV. 
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Some final conclusions are formulated at the end of the 
paper. 

 

II. THE ALGORITHM FOR THE INDIRECT CURRENT 
CONTROL 

A. The Indirect Current Control Based on the Voltage 
Controller Output  

The first variant of the active power filter control algo-
rithm is the indirect current control based on the voltage 
controller output [1], [17], [19]. It contains two cascaded 
control loops, the desired grid current being obtained from 
the voltage controller (the amplitude) and its waveform 
and phase is provided by a phase locked loop (PLL) cir-
cuit from the supply voltages (Fig. 1). Fig. 1 illustrates:  
• The control loop for the DC-voltage across the     

compensating capacitor, which gives the desired am-
plitude of the power supply current; 

• The power supply current control loop, whose      
operation determines the necessary gating signals for 
the APF’s semiconductor devices, so as to obtain the 
desired current absorbed from the network. Therefore, 
the filter current is obtained intrinsically, not being   
directly controlled by the current control loop. The  
following notations are used in Fig. 1: 

VC - compensating capacitor voltage (the voltage 
transducer measured the voltage across both capacitors, 
connected in series; the central socket is connected to the 
power grid neutral point; 

APF - active power filter power section; 
VT - voltage transducer; 
CT - current transducer; 
i* - prescribed power supply instantaneous current; 
i - power supply instantaneous current. 

B. The Indirect Current Control with Load Active Cur-
rent Computation 

The control scheme associated to the indirect current 
control with load active current computation is shown in 
Fig. 2. In this case, only the component of the prescribed 
current associated of the power losses (IFa) is provided by 
the voltage controller.  

 
Fig. 1.  Diagram of the indirect current control based on the voltage 

controller output. 

Thus, to reduce the negative effect of the voltage     
controller output ripple on the compensated current shape 
(given the high value of this signal), the power supply 
desired current amplitude is computed as the sum of the 
voltage controller output (IFa) and the load active current 
amplitude (ILa). 

 
Fig. 2.  Diagram of the indirect current control with load                

active current computation. 

The load active current is obtained based on the load 
active power:  
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where: 
- ILaRMS - load current active component, RMS value; 
- Usk - power supply voltage RMS value of phase k; 
- usk - power supply instantaneous voltage on phase k; 
- iLk - load instantaneous current on phase k. 

For the both current control methods, the voltage 
controller of PI (proportional-integrative) type is tuned 
based on the modulus criterion [20], [21].  

Considering the adaptive capacitor voltage control, the 
voltage controller parameters are real-time adapted to the 
non-active power to be compensated [22]. 

The power supply current control loop uses hysteresis 
type controllers which gives the gating signals for the 
active filter power transistors. The switching frequency is 
limited by the hysteresis band on one hand and by the time 
sample (simulation step) on the other hand. 

III. VIRTUAL IMPLEMENTATION 
For the simulation of the entire active filtering system 

operation, both variants of the control algorithm were  
implemented in the Matlab-Simulink environment. The 
load was the same in all studied cases, namely an         
uncontrolled three-phase bridge rectifier, with an RLC 
load. The specific sections of the scheme have been 
grouped into masked subsystems. The control section was 
also grouped in a Simulink subsystem, for easy migration 
from one        algorithm variant to the other. The complete 
active      filtering virtual system is illustrated in Fig. 3. 

The initialization of the active power filter is done     
according to the typical steps [1]: 
- the power section is connected to the grid by means of 

current limiting resistors (the capacitor is charged via 
the power inverter anti-parallel diodes); 

- the resistors are short circuited when the compensating 
capacitor voltage reaches about 80% of the maximum 
voltage; 

- the compensating capacitor is actively charged to the 
working voltage (the control loops are active), by     
absorbing from the power grid the necessary active 
current; 
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- the initial capacitor voltage is the voltage on the capac-
itor at the closed loop control system startup time. 

The desired power grid current is obtained by          
multiplying the voltage controller output signal with the 
voltage template, received from the PLL circuit: 

- for the control method based on the voltage controller, 
the power supply desired current amplitude is given 
only by the voltage controller (Fig. 4); 

 
Fig. 3.  Virtual model for the active power filtering system. 

 

 

Fig. 4.  Indirect current control method based on                                
the voltage controller output. 

- for the control method based on the load current active 
component, the desired power supply current is given 
by the sum between the load current active component 
(which is also the desired compensating current) and 
the voltage controller output (which gives the active 
current drawn from the power supply to charge the 
compensating capacitor and to cover the active power 
filter losses (Fig. 5); 

 
Fig. 5.  Indirect current control method based on the load               

current active component. 
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The algorithm was modified to allow compensation  
validation from an external signal for both indirect current 
control approaches, even though this cannot be done na-
tively. 

Fig. 6 (a and b) illustrates the voltage control loop and 
the current control loop in detail. 

 

 
a) 

 
b) 

Fig. 6.  Virtual model for: a) the compensating capacitor voltage con-
trol loop; b) the desired supply current control loop. 

 

IV. SIMULATION RESULTS 

A. The Indirect Current Control Based on the Voltage 
Controller Output  

Fig. 7 shows the waveforms of the supply voltage (in 
black) and the power supply current (in red). It can be 
seen that the simulation is done for total compensation, the 
fundamental component of the current being in phase with 
the voltage. 

Fig. 8 shows the waveforms of the real supply current 
(in blue) and the prescribed supply current (in red). 

The evolutions of the voltage on the compensation ca-
pacitor (in blue) and its prescribed value (in red) are 
shown in Fig. 9 for the entire charging process of the ca-
pacitor. The same voltages in steady state regime are illus-
trated in Fig. 10. 

Table I shows the energy indicators specific to the sim-
ulation in the case of indirect current control with the cal-
culation of the prescribed current from the voltage control-
ler.  

The total harmonic distortion factor (THD) is calculated 
taking into account all harmonics of the current and the 
partial harmonic distortion factor (PHD) is calculated tak-
ing into account the harmonics up to order 51. 

 
 
Fig. 7. The waveforms of the supply voltage (in black) and the power 

supply current (in red) for the indirect current control method based on 
the voltage controller output. 

 

 
Fig. 8. The waveforms of the obtain supply current (in blue) and the 

prescribed current (in red) for the indirect current control method based 
on the voltage controller output. 

 
Fig. 9. Waveforms of the compensation capacitor voltage (in blue) and 
the prescribed capacitor voltage (in red) for the indirect current control 

method based on the voltage controller output. 
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Fig. 10. Waveforms of the compensation capacitor voltage (in blue) 

and the prescribed DC voltage (in red) for the indirect current control 
method based on the voltage controller output. 

TABLE I.  
ENERGY INDICATORS WHEN THE CALCULATION OF THE PRESCRIBED 

CURRENT IS FROM THE VOLTAGE CONTROLLER 

 
Load current (RMS)  20 A 

Power supply current (RMS)   17.49 A 

Active power 12.08 kW 

Apparent power 12.09 kVA 
Load current THD  75.4 % 

Power supply current THD  2.04 % 

Load current PHD  1.17 % 

Power supply current PHD  75.4 % 

Efficiency 89.74 % 

B. The Indirect Current Control with Load Active    
Current Computation 

In this case, the waveforms of the supply voltage and 
the power supply current are shown in Fig. 11. It can be 
seen that the current is almost sinusoidal and in phase with 
the supply voltage. 

Fig. 12 illustrates the real current together with the 
compensating current. 

The time evolution of the voltage on the compensation 
capacitor compared with the prescribed DC voltage is 
shown in Fig. 13. Their waveforms in steady state regime 
are illustrated in Fig. 14. 

 
Fig. 11. The waveforms of the supply voltage (in black) and the power 
supply current (in red) for the indirect current control method based on 

the load current active component. 

 
Fig. 12. The waveforms of the obtain supply current (in blue) and the 

prescribed current (in red) for the indirect current control method based 
on the load current active component. 

 
Table II synthesizes the energy indicators specific to the 

simulation in the case of the indirect current control with 
load active current computation. 

TABLE II.  
ENERGY INDICATORS WHEN THE CALCULATION OF THE PRESCRIBED 

CURRENT IS WITH LOAD ACTIVE CURRENT COMPUTATION 

 
Load current (RMS)  20 A 

Power supply current (RMS)   17.48 A 

Active power 12.051 kW 

Apparent power 12.054 kVA 

Load current THD  75.4 % 

Power supply current THD  2.1 % 

Load current PHD  1.29 % 

Power supply current PHD  75.4 % 

Efficiency 89.98 % 
 
 

 
Fig. 13. Waveforms of the compensation capacitor voltage (in blue) 
and the prescribed voltage (in red) for the indirect current control   

method based on the load current active component. 
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Fig. 14. Waveforms of the compensation capacitor voltage (in blue) 

and the prescribed DC voltage (in red) for the indirect current control 
method based on the load current active component. 

 
It can be seen that, the indirect control with the calcula-

tion of the prescribed current from the voltage controller 
leads to a slight increase in active filtering efficiency 
(36.9, compared to 35.9 in the case of the indirect control 
with the calculation of the active current of the load). It 
must be specified that the active filtering efficiency has 
been calculated as the ratio of the distorted load current 
THD and supply current THD after compensation. 

V. CONCLUSIONS 
The control algorithm for the three phase four wire ac-

tive power filter was implemented in the Matlab-Simulink 
environment for the two indirect current control methods. 

Following the numerical simulation study of the two 
methods of indirect current control, some comparative 
conclusions could be drawn. From a qualitative point of 
view, the waveform of the compensated current was al-
most sinusoidal in both cases. It remains a harmonic cur-
rent distortion due to the switching operation of the active 
power filter, specific to the current control with hysteresis 
controller. 

Differences between the performances obtained by the 
two current control methods could be observed quantita-
tively based on power quality indicators. 

The indirect control without extracting the active load 
current naturally allows the operation of the active power 
filter in regeneration mode, sending an active current into 
the power supply.  
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Abstract – In order to solve the problem of analyzing 
network performance of SCADA (Supervisory Control And 
Data Acquisition) system communication of power grid in 
effective and practical way, this paper proposes to change 
the star topology with ring topology, specifically method 
rapid spanning tree protocol (RSTP), in an electrical substa-
tion. The paper discusses about SCADA architecture, main 
equipment like remote terminal unit, intelligent electronic 
device, server, server network time protocol, HMI (human 
machine interface), router and their role in the electrical 
substation. Also, the levels of the command hierarchy in the 
SCADA system are discussed. Each level has certain tasks 
set for the optimization and reliability of the electrical sub-
station. The data flow describes the types of information 
that are transmitted between hierarchical levels. In the last 
part the paper the topologies of the system are described. 

Cuvinte cheie: topologie SCADA, arhitectura SCADA, Rapid 
spanning tree protocol, topologie stea, flux de informații, stație 
electrică.topologie inel. 

Keywords: SCADA topology, SCADA architecture, Rapid 
spanning tree protocol, star topology, data flow information, 
electrical substation, ring topology. 

I. INTRODUCTION 
SCADA is a technology which provides the ability to 

collect data from one or more remote equipment and 
transmit a limited set of control instructions to this equip-
ment. With SCADA it is no longer necessary for an opera-
tor to stay or frequently inspect those remote controlled 
locations if they are working normally. 

SCADA includes the operator interface and the han-
dling of concrete application data, but it is not limited to 
that. Some manufacturers offer software packages that 
they call SCADA and although these are suitable to oper-
ate as parts of a SCADA system, as they provide commu-
nication links with other necessary equipment, they are 
not a complete SCADA system [1]. 

In [2], the authors presented architecture topologies for 
substation automation system applications with protection, 
control, monitoring data flows and their performance re-
quirement. 

A modern SCADA system (hardware and software) 
with specific characteristics for electrical substations is 
presented in [3]. 

Communication network is a fundamental element in 
all electrical substation and network performances can 
have important role on the control process. The automa-
tion using IEC 61850 communication protocol is de-
scribed in [4], [5], [6]. 

This paper is organized as follows. Section II presents 
the SCADA architecture, including the main components. 
The next section is dedicated to the command hierarchy of 
in the SCADA system. In section IV, the data flow is in-
troduced. The presentation of the star topology is the sub-
ject of section V. It is followed by the presentation of the 
ring topology. A case study with the implementation of 
the rapid spanning tree protocol in an electrical substation 
from Romania is described. Finally, some conclusions are 
formulated. 

II. SCADA ARHITECTURE

Although the equipment components of the entire 
SCADA system is located in various locations, they are 
connected as a unified whole, a single system.  

As such, the SCADA system concept approach is uni-
tary, not limited to a specific piece of the system. 

The SCADA system are presented in Fig. 1 with next 
components [12]: 

Fig. 1 A typical SCADA system architecture. 

• Server
• Router
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• Server NTP 
• HMI 
• Remote Terminal Unit (RTU) 
• Intelligent electronic device (IED) 
• Control Center 
• Communication infrastructure 
• PLC 

Servers are used in SCADA systems for multi-tasking 
and real-time database functions. It is responsible for 
gathering and handing data, providing trends and diagnos-
tic information regarding the operation. Depending on the 
features, there may also be options to set up predictive 
maintenance schemes, logistic information and other op-
tion [7]. 

A router which meets the cybersecurity requirements 
for this type of connection is used for the remote connec-
tion to Control Center. The router has a firewall imple-
mented and makes an encrypted VPN tunnel connection to 
the remote correspondent equipment. 

A human-machine interface (HMI) is a user interface 
that allows the human operator to interact with a system. 
HMIs are used all over the world in various technologies, 
ranging from smartphones to power plants. 

The HMI running on the SCADA server connects to the 
SQL database managed by that server. 

PLC (Programmable Logic Controller) is still one of the 
most widely used control system in industry. As the needs 
to control more devices in the electrical substation, PLCs 
became distributed and systems became smarter and 
smaller [8]. 

To apply the time stamp to all telegrams in the system, 
a time server is installed which will transmit time signals 
to the entire system via the network time protocol (NTP). 
Time stamp resolution applied to all events is 1ms. 

The GPS signal will be received by an external antenna, 
connected with a coaxial cable to the respective time serv-
er. This equipment is installed in the SCADA cabinet and 
is connected to the central system through Ethernet 
switches. It will provide the necessary NTP telegrams for 
the synchronization of all SCADA equipment. 

Communication infrastructure represents the nodes of a 
SCADA system which are interconnected through com-
munication buses, constituted in data transmission net-
works, depending on the surface they cover. The proce-
dures and standard interfaces used are called local net-
works (LAN- Local Area Network) or networks extended 
(WAN- Wide Area Network).This equipment related to a 
certain technological process or a management center that 
occupies a relatively small area (for example a building or 
a group of buildings) are interconnected through LANs 
that use shielded cables with twisted wires as a data 
transmission medium, coaxial cables or fiber. 

The transfer is made through the telecommunications 
networks based on the generally accepted rules that form 
the so-called telecommunications protocol. This protocol 
specifies receiver selection modes, command codes, 
transmission rates, structure and timing of transmitted 
messages, etc. 

Intelligent electronic device use numerical measure-
ment techniques. Fully digital signal processing provides 
high measurement accuracy and long-term consistency.  

Digital filtering techniques and dynamic stabilization of 
the measured values ensure the highest degree of security 
in the determination of protection responses. Device errors 
are quickly recognized and indicated by integrated self-
monitoring [9]. 

Remote terminal unit is a stand-alone data acquisition 
and control unit, generally microprocessor based, that 
monitors and controls equipment at a remote location. Its 
primary task is to control and acquire data from process 
equipment at the remote location and to transfer this data 
back to a central station. It generally also has the facility 
for having its configuration and control programs dynami-
cally downloaded from some central station. 

The Control Centre is the dispatcher's work point for 
operating SCADA system. 

III. COMMAND HIERARCHY OF IN THE SCADA SYSTEM 
The command to the primary equipment can be initiated 

from multiple locations such as local panel, BCU/BCPU, 
HMI station, control center, depending on the position 
chosen for the LOCAL/REMOTE switch. The command 
hierarchy of primary switching equipment can be illustrat-
ed by means of Fig. 2 [12]. 

 
Fig. 2 Hierarchy of command in the SCADA system. 

The interconnection between the components of the 
SCADA system is subject to a philosophy based on four 
hierarchical levels of the SCADA architecture. 
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Monitoring of states, measures, alarms will be able to 
be found and accessed at any of the four levels mentioned. 

Also, the commands of the switching equipment is done 
independently, but not simultaneously from the four lev-
els:  
•  Level 0 – PROCESS; 
• Level 1 – FEEDER – through the BCUs or BCPUs in-
stalled in each high voltage or medium voltage; 
• Level 2 – STATION – from the operator interface 
(HMI) installed in the station; 
•  Level 3 – CONTROL CENTER – from the SCADA 
dispatcher system – via a remote connection. 

The selection between hierarchical levels is made by 
using the Local/Remote switches (physical or software) 
provided for this purpose. Besides the three command 
levels, in order to illustrate the system philosophy, we 
consider level 0 as the technological process level, i.e. the 
primary equipment [3]. 

• Level 0 – PROCESS 
At this level, there is the equipment that directly partic-

ipates in the production, transport and distribution of elec-
tricity, forming the group of primary equipment (separa-
tors, switches, current transformers, voltage transformers, 
etc.). 

• Level 1 – FEEDER 
This level includes all the digital devices intended to 

ensure the signaling of alarms and measures from the pro-
cess equipment, the implementations of the protection 
functions as well as the control of these equipment where 
appropriate. In this level, there are different types of digi-
tal relays (IEDs) that have specific inputs/outputs/analog 
for voltage, current, signaling, alarms, protection functions 
and controls, as needed.  

• Level 2 – STATION 
At this level, the station RTU collects all the signals 

from station via the communication network (LAN Pro-
cess). 

Also, through the same LAN, the process can be re-
ceived for the primary equipment from hierarchical levels 
higher than the feeder equipment BCU or BCPU respec-
tively HMI station or Control Center. 

• Level 3 – Control Center 
At the level of the dispatcher, there is the Control Cen-

ter SCADA system interconnected with the Station 
SCADA system. 

IV. THE DATA FLOW 
In the SCADA system, the information is transmitted 

on several flows, in a predetermined way, making possible 
analysis or diagnosis easy. There are three information 
flows: 

• monitoring information – the signals from the pro-
cess (signals, alarms, etc.). This information is the most 
numerous and is transmitted from the process to the Con-
trol Center – respectively from level 0 to level 3. 

• control information – command signals. This infor-
mation is less and is transmitted from the operating inter-
face (HMI, Control Center, Station or IED) to the process 
– that is, from level 3 (or 2, or even 1) to level 0. 

• GOOSE type information – the signals are transmit-
ted directly (within the Process LAN) from one IED to 

another. As a rule, certain information necessary for the 
interlocking logic is transmitted through this information. 

V. STAR TOPOLOGY 
Star networks, presented in Fig. 3, are well known for 

their nodes being located in a shape of a star. There are 
one of the most commonly network topologies. The way 
such networks look reminds of a star as there is a central 
node which is illustrated in the very middle of the network 
schematics and from this central hub there are other nodes 
all around this hub connected to it. The central hub is there 
to transmit the messages to the other nodes and it is the 
server itself when the peripheral nodes are the clients [8]. 

The main function of the hub is to control and message 
all of the functions of the network. It can also be in charge 
for repeating the data flow. Such configuration can be 
made with use of the twisted pair cable as well as the opti-
cal fiber cable. A coaxial cable can also be used. 

The reason of using the star topology is to reduce the 
impact of a failure for a line in a way of connecting all 
existing systems to one central node or hub. All of the 
peripheral, but central nodes can be connected with each 
other only through the very central node which is the hub 
in the middle of the star topology drawing.  

They all transmit and receive data only in a way of us-
ing the central node, there is no other way of their com-
munication. 

If there is a fault in a transmission line connecting any 
of the peripheral nodes to the very central node, it will 
lead to a result of the isolation of that peripheral node 
from all other nodes. In this case, all of the rest of the sys-
tems will not be affected. 

 

 

Fig. 3 Star topology. 

Extended star is a type of network topology, where a 
network, based upon the physical star topology, has one or 
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more repeaters between the central nodes, which also can 
be called the “hub” of the “star”.  

In this network topology, the peripheral or so called 
“spoke” nodes, the repeaters, are being used for extending 
the maximum transmission distance of the point-to-point 
links between the central node and the peripheral nodes.  

If these repeaters are replaced with hubs or switches, 
then so called hybrid network topology is created. 

Distributed star is a commonly used type of network 
topology that has individual networks based on the physi-
cal star topology and connected in a linear fashion with no 
central or top level connection point [10]. 

VI. RING TOPOLOGY 
The protection and control system in modern substa-

tions is becoming more and more digital: therefore the 
performance of the protection and control system depends 
on successful communication of data between devices. 

This requires that the communications network is high-
ly reliable and highly available.  

Just as with the protection and control system, the 
communications network needs to eliminate single points 
of failure.  

Bypassing or accounting for the failure of a network el-
ement should introduce as short a time delay in message 
transmission and reception as possible, with zero delay 
ideal. 

 The traditional network method for availability, pre-
sented in Fig. 4, is to use a ring topology, so any network 
node has two paths to communicate around the network 
[13]. 

 Network switches are connected to create a physical 
ring. Networks are composed of Ethernet switches that use 
a store and forward method to pass data, forming a virtual 
connection between switch ports.  

Ethernet switching does not permit a virtual connection 
that forms a complete ring, so there are always specific 
ports on switches configured to be virtually open.  

These specific “open” ports therefore won’t forward 
any data. This means for any data transmission there is a 
normal point-to-point path through the network.  

On the failure of a network link in this point-to-point 
path, the network will reconfigure to a new point-to-point 
path through the network by closing virtually open ports 
as appropriate [11]. 

Rapid Spanning Tree Protocol is a ring topology com-
munication method. 

The basic protocol behind this is Spanning Tree Proto-
col (STP) as defined by IEEE 802.1D.  

Network reconfiguration time using STP may take 
minutes. IEE 802.1w (2) defines Rapid Spanning Tree 
Protocol (RSTP), which speeds up reconfiguration time to 
seconds.  

Continuous supervision of power equipment/machinery 
is provided by SCADA systems implemented in the power 
systems and which are computer-based tools, using power 
dispatchers to assist them in controlling the operation of 
complex power systems [11]. 

Fig. 4: Ring topology. 

Fig. 5 is associated to a case study in an electrical sub-
station from Romania. It presents a screen capture in real-
time with ring topology.  

It is shown how it works when there is one single fault 
in the communication system. 

In the electrical substation, if any device is fault, the 
ring topology operates normal, without problems, but with 
star topology, the electrical substation can’t be operated (if 
the central workstation is unavailable). This is one of the 
main advantages of the ring topology. 

In Fig. 5, the blue line means the link is good and the 
telegrams go to each device (switch, bay control unit, bay 
control protection unit). 

The white line indicates that the link is broken between 
devices and one of these is faulty.  

Such a situation is illustrated in the Fig. 5, where the 
unavailable device is red and the communication is failed. 
In this case, the telegrams change the direction communi-
cation with the rest of available devices. 

Another situation is where the bay control unit is red in 
the 20 kV station, but the line is blue (communication is 
ok). In this case, the device was removed physically and 
the optical fiber was extended to the next device.  

The reason for the red device is that this one was not 
deleted by software from the graphical interface. 
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Fig. 5 RSTP implemented in an electrical substation. 

VII. CONCLUSIONS 
This paper shows that, by replacing the star topology 

with ring topology using the rapid spanning tree protocol 
in a SCADA system, there are many advantages. 

By means of a case study in an electrical substation 
from Romania, the proper real-time operation of the sys-
tem is illustrated when there is a fault in the communica-
tion system.  
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The availability of the system is higher using the ring 
topology than the star topology, and the fundamental  
function of a SCADA system to guarantee and remotely 
control the installations and power networks in order to 
ensure its maintenance and reliability is achieved. 
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Abstract - The paper deals with the evaluation of root mean 
square deviations and maximum absolute relative errors 
associated to the decomposition followed by recomposition 
based on Wavelet Packet Transform (WPT) of signals pol-
luted with harmonics. Subtrees associated to sets of harmon-
ics presenting practical interest for industrial applications 
are addressed. The study uses artificial signals generated 
through the superposition of perfect sinusoids with pairs of 
harmonics which proved to be related in an almost exclusive 
manner to pairs of nodes from the bottom level of a WPT 
tree. 4 parameters had to be considered when determining 
the maximum and minimum values of errors for each set: 
the clustered harmonics’ magnitudes and their phase-shifts 
relative to the component of fundamental frequency. The 
decomposition/recomposition are time-efficient due to an 
original system of flags labeling each node from the WPT 
tree. For each analyzed set of harmonics, 3d graphical rep-
resentation of minimum and maximum errors along with 
the associated 3d graphical representation of the phase-
shifts are provided. At the same time, per set limits of errors 
ranges were established and discussed while specific pat-
terns were deduced for the context in which extreme errors 
appear (phase-shifts and harmonic magnitudes). The results 
were commented, and conclusions were drawn. 

Cuvinte cheie: calitatea puterii, analiză Wavelet cu arbori 
binari, estimarea erorilor. analiza asistata de calculator. 

Keywords: power quality, wavelet analysis with binary trees, 
errors estimation, computer aided analysis.   

I. INTRODUCTION 

Defining the best signal analysis method is a never-
ending battle. Each of the methods has its own virtues and 
flaws which make their applicability limited to certain 
cases. Fast Fourier Transform (FFT) is a very popular 
method because it gives full harmonic spectrum, has a 
short runtime, and has low computational effort. But this 
method is more precise when analyzing signals that have 
stationary nature. Because FFT assumes the asymmetry 
between half-periods of a signal, it shows poor results 
when computing signals of non-stationary nature. 

Short-Time Fourier Transform (STFT) is another popu-
lar and fast method that uses a window for diving a signal 
into smaller parts, thus making the analysis more precise. 
On the other hand, the window length is fixed so the reso-

lution will be constant for all frequencies. Therefore the 
analysis with STFT will provide good results for either 
low-frequency (LF) or high-frequency (HF) spectrum, but 
not for both. 

Wigner-Ville Distribution (WVD) and Pseudo-WVD 
are methods that are both bilinear in nature and artificial 
cross terms appear in the decomposition results rendering 
the feature interpretation problematic. 

For all the above-mentioned methods the common flaw 
is that they are non-reversible [1]. Many of these problems 
can be solved using Wavelet transform (WT). Wavelet 
transform is considered to be a significant breakthrough in 
mathematical analysis. It can be applied to various fields. 
For example, signal processing, image processing, pattern 
recognition, speech analysis and many applications could 
introduce wavelet analysis [2]. It is a timescale transform 
that uses a variable-length window so it provides good 
resolution for both LF and HF spectrum, while preserving 
both time and frequency information. The authors have 
previously studied a specific type of WT called Wavelet 
Packet Transform (WPT) that was proposed in 1992 [3]. 
WPT provides full harmonic spectrum but suffers from 
decimation phenomenon [4]-[7]. Detailed analysis of 
wavelet binary tree shown the best parameters (number of 
levels, wavelet mother, filter length) when applying WT. 

The authors extensively studied a specific case of a 
wavelet tree with seven levels (T7) that uses a wavelet 
mother from Daubechies family and filter length of 28 
(“db14”) [6]. One of the important conclusions was that 
nodes from the bottom level of the wavelet tree exhibits 
cluster patterns [7]-[10]. This means that nodes can be 
grouped in clusters of 2, 4 or 8 nodes where each group is 
affected by 2, 4 and 8 harmonics respectively. 

II. NODES-HARMONICS PAIRING PATTERNS AND RUN-TIME 
SAVING DECOMPOSITIONS AND RECOMPOSITIONS RELYING ON 

WPT TRESS 

The Wavelet binary tree (T7) used in this paper was 
tested in many different operational contexts [6…9]. It has 
the following characteristics: 7 levels of decomposition, 
Daubechies wavelet mother with filters of 28 components 
(called “db14” in Matlab) and 512 components in the sig-
nal hosted by the root node. 

The artificial test signals used for the decomposi-
tion/recomposition relying on T7 were generated by  
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TABLE I. 
CHARACTERISTICS OF HARMONIC MAGNITUDES USED FOR ANALYSIS 

 
Parameters for harmonic 

magnitudes variation 
Harmonic order 

3 5 7 ≥9 
Step [%] 2 1 1 0.5 
Max [%] 20 10 10 5 

 
superposing a perfect sinusoid with the maxim magnitude 
of 800 and frequency of 50 Hz with 2 harmonic signals, 
characterized by their harmonic orders (H1 and H2), mag-
nitudes (M1 and M2) and phase-shifts (phi1 and phi2).  

phi1 and phi2 were cycled within the range [-π,π] with 
the step π/6 whilst M1 and M2 were cycled considering 
11 equidistant values such as to cover ranges from 0 to the 
maximum value (weight from the perfect sinusoid magni-
tude) as mentioned in Table I. 

Clustering properties of T7 trees [8] allowed the authors 
to reconstruct certain harmonic components associated to 
clustered harmonics polluting the decomposed signal. The 
goal is to isolate only certain clusters of harmonics that 
affect the associated clustered of nodes in an almost ex-
clusive manner [10] and to analyze how those clusters 
affect the accuracy of wavelet decomposition (WD) and 
recomposition by varying their phase shifts and magni-
tudes. Table II shows the 4 sets of harmonic orders (HO) 
that were used for this analysis as well as the nodes that 
were affected by those sets of harmonics. The dominant 
harmonics and nodes [7] are represented with bold fonts.  

The WPT recomposition was made in the following 
way [7]: 

- Only the first 32 “terminal nodes” (nodes from the 7-
th level) were considered because only the nodes from that 
range are affected by HOs from the studied sets; 

- Those nodes were associated with flags whose values 
are 0 or 1 whether the nodes were affected by the specific 
HO or not, respectively; 

- In case the terminal node has a value of 1 for a certain 
set of HOs it is considered in the decomposition, and op-
posite in case it has 0; 

- Flags were given to the nodes from the other levels in 
upwards direction of the wavelet tree depending on the 
flags of the nodes in the adjacent lower level. For exam-
ple, if in level j: 
o Both nodes 2 X (k-1) and 2 X k have a value 1, 

then the node k from level j-1 that decomposes 
into nodes 2 X (k-1) and 2 X k in level 7 will have 
a flag value of 3 - full decomposition; 

o Node 2 X (k-1) has a value of 1 and node 2 X k 
has a value of 0, then the flag value is 2 - left 
decomposition; 

 
TABLE II. 

PROPERTIES OF ANALYZED CLUSTERS OF NODES AND HARMONICS  
 

Properties Set ID 
1 2 3 4 

Harmonic orders 3,5 7,9 15,17 31,33 
Nodes 2,4 3,7 5,13 9,25 

Weight of dominant har-
monic energy in the domi-

nant node energy 
0.9824 0.8487 0.6964 0.6012 

 

o Node 2 X (k-1) has a value of 0 and node 2 X k 
has a value of 1, then the flag value is 1 - right 
decomposition; 

o  Both nodes 2 X (k-1) and 2 X k have a value of 
0, then there will be no decomposition. 

During recompositions a similar technique (flags and 
simplified recomposition functions) was successfully used 
to save runtime.  

The goal of the decomposition/recomposition is to in-
spect spectral leakages. In other words, even though the 
WD revealed clustering pattern of nodes that contain cer-
tain HOs, not all the weights of harmonics are distributed 
between those clusters. The analysis will reveal how much 
do parameters of HOs affect the spectral leakages and to 
determine for which parameters does WD perform the 
best or the worst.  

The difference D between the synthetically generated 
harmonic signal yh and the harmonic signal (yhr) obtained 
through WPT recomposition was computed for every set 
and every combination of the 4 parameters (harmonic 
weights and phase-shifts). Afterward maximum absolute 
relative percentage errors (MAR) were computed as: 
max(abs(D))/max(abs(yh))*100.  

Another index of accuracy that was used was the Root 
Mean Square Deviation (RMSd) , computed with the for-
mula: 
 

 
(1) 

 
In the following sections the phase-shifts may be ex-

pressed as IDs (e.g. 1 for - π, 2 for - π + π/6 a.s.o.). Also, 
the harmonic magnitudes may be expressed as IDs (e.g. 1 
for M1=0, 2 for M1=step, …, 11 for the maximum value 
of M1), according to Table I. 

Examples of artificial signals, results of decomposi-
tion/recomposition and curves of differences (that are ac-
tually instantaneous errors) obtained as yh-yhr, are depict-
ed by Figs. 1 and 2.  

 

 
Fig. 1. Example of polluted signal before decomposition (left), harmon-

ic signals before and after recomposition (middle) and the difference 
between the initial and recovered harmonic signals (right) for the 4-th 

set.  
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Fig. 2. Example of polluted signal before decomposition (left), harmon-

ic signals before and after recomposition (middle) and the difference 
between the initial and recovered harmonic signals (right) for the 1-st 

set.  

III. STUDY OF ROOT MEAN SQUARE DEVIATIONS  

The minimum and maximum values of RMSd were 
computed, graphically represented and interpreted for 
each of the 4 sets of 2 harmonics. Surfaces (S1 and S2) 
were built considering on the horizontal axis Ox the 11 
values of the dominant harmonic magnitudes (M1) and on 
Oy the 11 values of the paired harmonic magnitudes (M2). 
M1 was allways associated to the dominant harmonic. S1 
corresponds to minimum values whilst S2 corresponds to 
maximum values of RMSd, the difference between the 
same (x,y) values from them being provided by different 
phase-shifts phi1 and phi2.  

The phase shifts corresponding to S1 and S2 were als 
represented and interpreted. 

A. Study of extreme values of RMSd 

When none of the paired harmonics is polluting the test 
signal, constant values were obtained for RMSd , as fol-
lows: 1.7 for the 1-st set, 0.65 for the 2-nd, 0.27 for the 3-
rd and 0.13 for the 4-th set respectively. These values cor-
respond to residual errors, are specific to the non-ideal 
feature of the wavelet filter and are highly acceptable as 
related to the maximum value of the fundamental compo-
nent (they represent at most 0.2% from it). 

The values computed for RMSd when only the domi-
nant harmonic is 0 whilst its pair in the set is non-zero 
revealed the influence of phase-shifts. Table III gathers 
the extreme values on each surface of extreme values.  

Table IV gathers the counterpart of the data from Table 
III, but for the case when only the dominant harmonic 
within the analyzed sets is non-zero .  The influence of 
phase-shifts was revealed again.  

 

TABLE III. 
EXTREME VALUES OF RMSD WHEN THE DOMINANT HARMONIC IS ZERO AND THE 

SECONDARY HARMONIC IS NON-ZERO  
 

Set ID Minimum RMSd Maximum RMSd 
S1 S2 S1 S2 

1 1.708 1.71 2.33 2.43 
2 0.6567 0.6584 0.86 0.99 
3 0.28 0.3 0.9 1.33 
4 0.21 0.26 1.71 2.27 

 
 

TABLE IV. 
EXTREME VALUES OF RMSD WHEN THE DOMINANT HARMONIC IS NON-ZERO AND THE 

SECONDARY HARMONIC IS ZERO  
 

Set ID Minimum RMSd Maximum RMSd 
S1 S2 S1 S2 

1 1.7027 1.7028 1.88 1.9 
2 0.66 0.68 0.98 1.8 
3 0.27 0.33 0.79 2.02 
4 0.22 0.3 1.76 2.67 

 
For both Tables III and IV, the indices of magnitudes 

within the analyzed set of harmonics were as follows: 2 
for the minimum values and 11 for the maximum values. 
Therefore one can conclude that when a single harmonic 
from an analyzed set is non-zero, the RMSd is increasing 
with the value of that harmonic magnitude. 

The extreme values reached by RMSd when both 
harmonics within the analyzed sets were non-zero are 
gathered by Table V.  

The minimum values for the RMSd were reached for all 
sets for the combination of indices associated to harmonic 
magnitudes equal to (2,2) within each set. It means that 
the lowest values for RMSd in this case are associated to 
the lowest non-zero magnitudes of paired harmonics.  

As for the maximum  values for the RMSd, two 
possible combinations of indices associated to harmonic 
magnitudes were identified. The 1-st combination, 
corresponding to values marked with star is (11,2) and its 
meaning is „highest magnitude for the dominant harmonic 
combined with lowest magnitude for the paired harmonic 
order”. The 2-nd one is (11,11) and it means „highest 
magnitudes for both harmonic orders”.  

The maximum RMSd as compared to the highest value 
of the harmonic magnitude (11-th from the set) is equal to 
5.72% and is recorded for the 4-th set, which is known as 
having the worst filtering propertie of all sets (lowest 
weight of energy in the dominant node). Again one can 
consider that highly acceptable errors are generated by the 
analyzed original algorithm. 

B. Study of phase-shifts associated to extreme values of RMSd 

Table VI gathers the values of phi1 and phi2 associated 
to the cases when one of the harmonics in the set is zero 
(when the associated harmonic of a phase-shift was zero, 
the symbol „-" was used).  

The analysis of these results revealed that: 
- identical values but with oppposite signs were obtained 

for the sets with IDs 1 and 4;  
- at the second set, 2 identical values but with oppposite 

signs can appear for S1 for different phase-shifts; 
- at the 3-rd set, the differences (S1 vs S2) between the 

counterpart phase-shifts are always π/2. 

TABLE V. 
EXTREME VALUES FOR RMSD WHEN BOTH HARMONICS ARE NON-ZERO 

 
Set ID Minimum RMSd Maximum RMSd 

S1 S2 S1 S2 
1 1.708 1.7115 2.34 2.76 
2 0.66 0.68 0.98* 1.8 
3 0.27 0.33 0.79* 2.02 
4 0.16 0.47 1.62* 4.58 
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TABLE VI. 
VALUES OF PHASE-SHIFTS ASSOCIATED TO EXTREME VALUES OF RMSD WHEN ONLY ONE OF 

THE PAIRED HARMONICS IS ZERO 
 

Set 
ID 

Condition phi1 phi2 
S1 S2 S1 S2 

1 M1=0 - - - π/2 0 
M2=0 - π/2 0 - - 

2 M1=0 - - - π  or π - π 
M2=0 - π  or π - π/2 - - 

3 M1=0 - - −2π/3 - π/6 
M2=0 5 π/6 π/3 - - 

4 M1=0 - - π/2 0 
M2=0 π/2 0 - - 

 
A more detailed study was needed for the case when 

both harmonic orders are non-zero and its results are 
presented below. 

 

1) First set 
Fig. 3 depicts S1 (left), S2 (middle) and S1-S2 (rigth) 

for the 1-st set. 
Fig. 4 depicts the associated phase-shifts for S1 (top) 

and S2 (bottom) . Left – phi1, middle – phi2 and right , 
phi1-phi2 for the 1-st set. 

phi1 for S1 is usually equal to 2 when M1>=M2, with 
few exceptions and 3 otherwise. A sort of separation 
„above and below” the main diagonal of the matrix in 
which the magnitudes of dominant harmonic determine 
the raws and those of the paired harmonic determine the 
columns can be noticed, as in Table VII. 

Phi2 for S1 is usually equal to 8 below the main diago-
nal (M1>M2) , equal to 9 on the main diagonal of the ma-
trix similar to that from Table VII or in its strict vicinity 
and is 10 over the main diagonal , with few exceptions. 

 
 

 
Fig. 3 RMSd deviation of S1 (left), S2 (middle) and S1-S2 (rigth) for the 1-st set. 

 
Fig. 4. Associated phase-shifts for S1 (top) and S2 (bottom) . Left – phi1, middle phi2 and right , phi1-phi2. 1-st set. 
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TABLE VII. 
IDENTIFIERS OF PHI1 FOR S1, 1-ST SET 

 
Dominant 
harmonic 

 
Secondary 
harmonic 

1 2 3 4 5 6 7 8 9 10 11 

1 1 1 1 1 1 1 1 1 1 1 1 
2 4 2 3 3 3 3 3 3 3 3 3 
3 4 2 2 3 3 3 3 3 3 3 3 
4 4 2 2 2 3 3 3 3 3 3 3 
5 4 2 2 2 2 2 3 3 3 3 3 
6 4 2 2 2 2 2 2 3 3 3 3 
7 4 2 2 2 2 2 2 2 3 3 3 
8 4 2 2 2 2 2 2 2 2 3 3 
9 4 3 2 2 2 2 2 2 2 2 2 

10 4 3 2 2 2 2 2 2 2 2 2 
11 4 3 2 2 2 2 2 2 2 2 2 

 
As for the difference (phi1-phi2) associated to S1, only 

2 values were noticed: 1 below the main diagonal and -1 
(corresponding to the value - π - π /6) over it. 

Usually when M1>M2, the phase-shift between H1 and 
H2 (phi1-phi2) is - π - π /6 and otherwise is - π + π /6. 

Both phase-shifts had the value 7 over all S2 and there-
fore (ph1-phi2) is always 0. 

 
2) Second set 
Fig. 5 depicts the S1, S2 and S1-S2 surfaces whilst Fig. 

6 depicts the corresponding surfaces with phase-shifts for 
the 2-nd set. 

For S1, phi1 is usually 7 above the main diagonal 
(fewer values) and 1 or 13 nearby and below it. On the 
contrary, phi1 is usually 7 below and nearby the main 
diagonal and 1 or 13 above it (fewer values). 

It is why (phi1-phi2) is mapped either in - π or in π for 
S1. 

Both phase-shifts had the value 4 over all S2 and 
therefore the phase-shift (ph1-phi2) is allways 0. 

3) Third set 
Fig. 7 depicts the S1, S2 and S1-S2 surfaces whilst Fig. 

8 depicts the corresponding surfaces with phase-shifts for 
the 3-rd set. 

phi1 for S1 can take 3 values: 9 above the main diago-
nal, 11 on it and close to it and 12 below  it. 

phi2 for S1 can take 3 values: 3 above the main diago-
nal, 4 on it and close to it and 6 below  it. 

Under these circumstances, most of the values of (phi1-
phi2) for S1 are equal to π and a small number of them is 
π + π /6 . 

For S2, phi1 takes the value 6 over the main diagonal, 
more values 7 nearby it, one value 8 near the main diago-
nal and close to it and few values 9 under the main diago-
nal.  

 

 
Fig. 5. RMSd deviation of S1 (left), S2 (middle) and S1-S2 (rigth) for the 2-nd set. 

 
Fig. 6. Associated phase-shifts for S1 for RMSd. (top) and S2 (bottom) . Left – phi1, middle phi2 and right , phi1-phi2. 2-nd set. 
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diagonal, 7 on it and nearby it, 4 values 8 for high values 
of M1 and small values of M2 and few values of 9 nearby 
the main diagonal, under it for high values of M1. 

Accordingly, (phi1-phi2) for S2 has many values of 0 
far from the main diagonal and the remaining ones are 
associated to the index 8 (which is associated to π/6). 

4) Fourth Set  
Fig. 9 depicts the S1, S2 and S1-S2 surfaces whilst Fig. 

10 depicts the corresponding surfaces with phase-shifts. 
For S1, phi1 can take 3 values: 4 above the main diagonal, 
many values of 10 and only few values of 11 under the 
main diagonal. For S1, phi2 can take 3 values: 10 above  

the main diagonal, many values of 4 and only few 
values of 5 under the main diagonal. 

Therefore phi1- phi2 can take only 2 values: - π above 
the main diagonal and π under it. 

For S2, phi1 and phi2  have all values equal to 7 and 
therefore (phi1-phi2) is 0. 

IV. STUDY OF MAXIMUM ABSOLUTE RELATIVE ERRORS 

The variation of MAR with harmonic magnitudes and 
phase-shifts is approached in this section.  

 
Fig. 7. RMSd deviation of S1 (left), S2 (middle) and S1-S2 (rigth) for the 3-rd set. 

 
Fig. 8. Associated phase-shifts for RMSd. S1 (top) and S2 (bottom) . Left – phi1, middle phi2 and right , phi1-phi2. 3-rd set. 
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Figs 11...14 depict the surfaces with extreme values of 
MAR for each of the analyzed sets, following the same 
rule applied in the previous section. Left – surface S1 with 
minimum values, middle – surface S2 with maximum 
values and right – difference between S1 and S2. 

The extreme situations (when one of the harmonic from 
set is 0) were analyzed for MAR as well. In this aim, Ta-
ble VIII gathers the extreme  values for MAR when only 
the dominant harmonic is 0. In Table VIII, all minimum 
values were found to be associated to the maximum 
magnitude of the secondary harmonic, except for the value 
17.87% computed for the 4-th set, S1, which is associated 
to the harmonic with ID 4, despite an usual „descending” 
trend of the rest of values observed toward the maximum 
magnitude of the 2nd harmonic.  

On the other hand, the maximum values were found to 
be associated to the minimum magnitude. It means that a 
sort of „reversed dependence” is established in this case 
between the values of MAR and harmonic magnitudes. 

TABLE VIII. 
EXTREME VALUES FOR MAR WHEN ONLY THE DOMINANT HARMONIC IS 0 

 
Set 
ID 

Minimum MAR [%] Maximum MAR [%] 
S1 S2 S1 S2 

1 6.85  9.43 50.44  52.55 
2 7.79  11.02 48.27  55 
3 9.69  14.41 18.53  27.82 
4 17.87  22.51 19.96  27.36 

 
 

 
Fig. 9. RMSd deviation of S1 (left), S2 (middle) and S1-S2 (rigth) for the 4-th set. 

 
Fig. 10. Associated phase-shifts for RMSd. S1 (top) and S2 (bottom) . Left – phi1, middle phi2 and right , phi1-phi2. 4-th set. 
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Fig. 11. Surfaces with extreme values of MAR for the 1st set. S1-left, S2- middle, S1-S2 – right.  

 
Fig. 12. Surfaces with extreme values of MAR for the 2nd set. S1-left, S2- middle, S1-S2 – right.  

 

Fig. 13. Surfaces with extreme values of MAR for the 3rd set. S1-left, S2- middle, S1-S2 – right.  

 

Fig. 14. Surfaces with extreme values of MAR for the 4th set. S1-left, S2- middle, S1-S2 – right.  
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TABLE IX.  
EXTREME VALUES FOR MAR WHEN ONLY THE DOMINANT HARMONIC IS NON-ZERO 

 
Set 
ID 

Minimum MAR [%] Maximum MAR [%] 
S1 S2 S1 S2 

1 2.22 3.94 24.24 26.34 
2 4.56 6.25 24.28 28.31 
3 8.99 11.57 18.6 25.9 
4 19.27 25 20.26 32.5 

 
One can also notice smaller differences between the ex-

treme values of sets with higher IDs (e.g. the difference 
between the minimum and maximum values of the 1-st set 
is higher than 46%, whilst its counterpart for the 4-th set is 
13%). Actually the MARs associated to the smallest 
harmonic magnitudes correspond to small absolute values 
and therefore cannot be considered as significant in these 
contexts.  

Table IX gathers the extreme  values for MAR when 
only the dominant harmonic is non-zero. 

Unlike the conclusions drawn for the values of RMSd, 
in the case of MAR computed when one of the harmonics 
in the pair is 0, the indices of magnitudes within the set of 
the polluting harmonic were as follows: 11 for the mini-
mum values (except for the value 19.27% of S1, 4-th set, 
where the ID is 4) and 2 for the maximum values respec-
tively. Therefore, one can conclude that when a single 
harmonic from an analyzed set is non-zero, the MAR is 
usually decreasing with the value of the harmonic magni-
tude. 

Computations were also made for cases when both 
harmonics in a set are non-zero. The results are gathered 
by Tables X and XI. 

One can conclude based on the data from Tables X and 
XI that when both harmonics from a set act jointly, 
usually the minimum values of MAR are associated to the 
highest magnitudes of the dominant harmonic, except for 
the 4-ts set. On the other hand, the maximum values of 

 
TABLE X.  

MINIMUM VALUES FOR MAR FOR BOTH SURFACES ALONG WITH THE INDICES OF 
MAGNITUDES IN THE SET WHEN BOTH HARMONICS IN THE SET ARE NON-ZERO 

 
 Minimum of MAR – S1 Minimum of MAR – S2 

Set 
ID 

Value 
[%] 

Combination 
of IDs 

Value [%] Combination 
of IDs 

1 1.9 (11,9) 3.87 (11,3) 
2 1.75 (11,11) 5.97 (11,10) 
3 2.64 (11,7) 11.7 (11,2) 
2 5.03 (3,3) 22.58 (2,11) 

 
TABLE XI.  

MAXIMUM VALUES FOR MAR FOR BOTH SURFACES ALONG WITH THE INDICES OF 
MAGNITUDES IN THE SET WHEN BOTH HARMONICS IN THE SET ARE NON-ZERO 

 
 Maximum of MAR – 1-st 

surface 
Maximum of MAR – 2-nd 

surface 
Set 
ID 

Value 
[%] 

Combination of 
IDs 

Value [%] Combination 
of IDs 

1 16.18 (2,2) 19.39  (2,2) 
2 15.89 (2,2) 20.77 (2,2) 
3 8.57 (2,2) 18.58 (2,2) 
4 16.03 (11,2) 25.22 (2,2) 
 
MAR are ussualy associated to the smallest values for 

both harmonic magnitudes, except for the 4-th set, 1-st 
surface. Considering the high and close orders of the 
harmonics clustered in the 4-th set (33-rd harmonic is do-

minant and paired with the 31-rd harmonic), one can 
explain the „special” behavior of the error surfaces for this 
set. 

V. CONCLUSION 

The extended study presented in this paper addresses 
the errors which characterize the determination of 4 types 
of harmonic signals, generated from the following pairs of 
harmonic orders: (3,5), (7,9), (15,17) and (31,33).  

The main conclusions relative to the values of RMSd 
are: 
- when none of the paired harmonics is polluting the test 

signal, small values were obtained for RMSd , repre-
senting at most 0.2%  from the fundamental harmonic;  

- when a single harmonic H from the set is non-zero, 
simulations revealed that the RMSd is increasing with 
the magnitude of H; 

- when the harmonics acted jointly, the lowest values for 
RMSd were associated to the lowest non-zero 
magnitudes of paired harmonics. As for the maximum  
values for the RMSd, two possible combinations of 
indices associated to harmonic magnitudes were 
identified. The 1-st combination can be translated into 
„highest magnitude for the dominant harmonic 
combined with lowest magnitude for the paired 
harmonic order” whilst the 2-nd one has the meaning 
„highest magnitudes for both harmonic orders”.  
Therefore one can consider that highly acceptable 

RMSd errors were generated. 
The main conclusions relative to the phase-shifts asso-

ciated to the extreme values of RMSd when one of the 
harmonics is zero are: 
- identical values but with oppposite signs were obtained 

for the sets with IDs 1 and 4; 
- at the second set, 2 identical values but with oppposite 

signs can appear for S1 for different phase-shifts; 
- at the 3-rd set, the differences (S1 vs S2) between the 

counterpart phase-shifts are always π/2. 
When both harmonics were non-zero, many times a sort 

of separation „above and below” the main diagonal of the 
matrix in which the magnitudes of dominant harmonic 
determine the raws and those of the paired harmonic de-
termine the columns could be noticed with respect to 
phase-shifts. Behavioral patterns could were deduced for 
each set, being more obvious for sets where the weigth of 
the dominant harmonic is closer to 1, thus providing better 
filtering properties. 

The analysis of MAR when a single harmonic is non-
zero revealed that: 
- a sort of „reversed dependence” is established between 

the values of MAR and the harmonic magnitude; 
- smaller differences were noticed between the extreme 

values of sets with higher IDs (e.g. the difference 
between the minimum and maximum values of the 1-st 
set is higher than 46%, whilst its counterpart for the 4-
th set is 13%). Actually the MARs associated to the 
smallest harmonic magnitudes correspond to small ab-
solute values and therefore cannot be considered as 
significant in these contexts;  

- unlike the conclusions drawn for the values of RMSd, 
the MAR is usually decreasing with the value of the 
harmonic magnitude. 
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The analysis of MAR when both harmonics were non-
zero revealed that usually the minimum values of MAR 
are associated to the highest magnitudes of the dominant 
harmonic, except for the 4-ts set. On the other hand, the 
maximum values of MAR are usually associated to the 
smallest values for both harmonic magnitudes, except for 
the 4-th set, 1-st surface. 

Future work will be concerned with the study of errors 
accompanying the composition/recomposition focusing on 
clusters of 4 harmonics. 
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